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1. Introduction

From commutativity of multiplication (for numbers), a product of two squares is a square:
x2y2 = (xy)2. A more interesting identity is the following one, which expresses a sum of
two squares times a sum of two squares as another sum of two squares:

(1.1) (x21 + x22)(y
2
1 + y22) = (x1y1 − x2y2)

2 + (x1y2 + x2y1)
2.

There is also an identity like this for a sum of four squares:

(x21 + x22 + x23 + x24)(y
2
1 + y22 + y23 + y24) = (x1y1 − x2y2 − x3y3 − x4y4)

2 +(1.2)

(x1y2 + x2y1 + x3y4 − x4y3)
2 +

(x1y3 + x3y1 − x2y4 + x4y2)
2 +

(x1y4 + x4y1 + x2y3 − x3y2)
2.

This was discovered by Euler in the 18th century, forgotten, and then rediscovered in the
19th century by Hamilton in his work on quaternions. Shortly after Hamilton’s rediscovery
of (1.2) Cayley discovered a similar 8-square identity.

In all of these sum-of-squares identities, the terms being squared on the right side are all
bilinear expressions in the x’s and y’s: each such expression, like x1y2+x2y1 for sums of two
squares, is a linear combination of the x’s when the y’s are fixed and a linear combination
of the y’s when the x’s are fixed.

It was natural for mathematicians to search for a similar 16-square identity next, but they
were unsuccessful. At the end of the 19th century Hurwitz [4] proved his famous “1,2,4,8
theorem,” which says that further identities of this kind are impossible.

Theorem 1.1 (Hurwitz, 1898). Let F be a field of characteristic not equal to 2. If there is
an identity

(1.3) (x21 + · · ·+ x2n)(y21 + · · ·+ y2n) = z21 + · · ·+ z2n

for x1, . . . , xn, y1, . . . , yn in C, where each zk is an F -bilinear function of the x’s and the
y’s, then n = 1, 2, 4 or 8.

Hurwitz’s original proof was stated for F = C, but the field of scalars only needs to be of
characteristic not equal to 2 for his proof to work. Nothing would be lost if you take F = C
in the rest of this discussion. (What if the field F has characteristic 2? Then there is an
identity as in (1.3) for all n because a sum of squares in characteristic 2 is again a square.)

To prove Theorem 1.1, we first show in Section 2 that the existence of a bilinear formula
like (1.3) leads to a set of equations in n×n matrices over F . Then we show by representation
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theory in Section 3 that the matrix equations can be solved only when n = 1, 2, 4, or 8.
This method is due to Eckmann [2] (see also [3, pp. 141-144]).

While Hurwitz proved only the dimension constraints n = 1, 2, 4, and 8, it is also the case
that, up to a linear change of variables, the only sum of squares identities in these dimen-
sions are the ones associated to multiplication in the four classical real division algebras of
dimensions 1, 2, 4, and 8: the real numbers, complex numbers, quaternions, and octonions.
For a proof of this more precise result, see [1], [5, §7.6], or [6, Appendix, Chap. 1].

2. The Hurwitz Matrix Equations

Lemma 2.1. Let V be a finite-dimensional vector space over F , where F does not have
characteristic 2. If there is a pair of invertible anti-commuting linear operators on V , then
dimV is even.

Proof. Suppose L,L′ : V → V are linear, invertible, and LL′ = −L′L. Taking the determi-
nant of both sides, (detL)(detL′) = (−1)dimV (detL′)(detL). Since L and L′ have non-zero
determinants, 1 = (−1)dimV in F , so dimV is even since the characteristic of F is not 2. �

We return to (1.3). That zk is a bilinear functions of the x’s and y’s means

(2.1) zk =

n∑
i,j=1

aijkxiyj

for some aijk ∈ F . For example, in the case n = 2 we see by (1.1) that we can use

(2.2) z1 = x1y1 − x2y2, z2 = x1y2 + x2y1.

We can collect the two equations in (2.2) as components of the equation(
z1
z2

)
=

(
x1y1 − x2y2
x1y2 + x2y1

)
=

(
x1 −x2
x2 x1

)(
y1
y2

)
=

(
x1

(
1 0
0 1

)
+ x2

(
0 −1
1 0

))(
y1
y2

)
.

From (1.2), in the n = 4 case we can use

z1 = x1y1 − x2y2 − x3y3 − x4y4,

z2 = x1y2 + x2y1 + x3y4 − x4y3,

z3 = x1y3 + x3y1 − x2y4 + x4y2,

z4 = x1y4 + x4y1 + x2y3 − x3y2,

so 
z1
z2
z3
z4

 = (x1A1 + x2A2 + x3A3 + x4A4)


y1
y2
y3
y4

 ,
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where A1, A2, A3, and A4 are 4× 4 matrices with entries 0, 1, and −1. For example,

A1 =


1 0 0 0
0 1 0 0
0 0 1 0
0 0 0 1

 , A2 =


0 −1 0 0
1 0 0 0
0 0 0 −1
0 0 1 0

 .

The reader can work out A3 and A4.
Such matrix equations can be developed in the n×n case too. The scalar equation (2.1)

for k = 1, . . . , n is the same as the single equation z1
...
zn

 =


∑

i,j aij1xiyj
...∑

i,j aijnxiyj

(2.3)

=


∑

j (
∑

i aij1xi) yj
...∑

j (
∑

i aijnxi) yj


=


∑

i ai11xi . . .
∑

i ain1xi
...

. . .
...∑

i ai1nxi . . .
∑

i ainnxi


 y1

...
yn

 .

The n× n matrix in the last expression can be expressed as a sum of n matrices, each one
containing only one xi which can then be pulled out as a coefficient:

x1

 a111 . . . a1n1
...

. . .
...

a11n . . . a1nn

+ · · ·+ xn

 an11 . . . ann1
...

. . .
...

an1n . . . annn

 .

This sum can be written as x1A1 + · · ·+xnAn, where Ai is an n×n matrix with (j, k)-entry
aikj . (Why the index reversal on the subscripts? That is in the nature of how matrix-vector
multiplication works: look at the n = 2 case to convince yourself in a concrete case that
this index reversal is not an error.) Now (2.3) reads as

z = (x1A1 + · · ·+ xnAn)y = Axy,

where we set Ax = x1A1 + · · ·+ xnAn.
With this notation, the right side of (1.3) is

z21 + · · ·+ z2n = z · z
= Axy ·Axy

= (A>xAxy) · y

The left side of (1.3) is (∑
x2i

)
y · y =

((∑
x2i

)
y
)
· y.

Therefore

(A>xAxy) · y =
((∑

x2i

)
y
)
· y.
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Comparing the two sides as y varies shows (since F has more than 2 elements)

(2.4) A>xAx =
(∑

x2i

)
In.

Expanding the left side of (2.4) using Ax = x1A1 + · · ·+ xnAn, we have

A>xAx =

n∑
i=1

(
A>i Ai

)
x2i +

∑
1≤i,j≤n

i 6=j

(
A>i Aj + A>j Ai

)
xixj ,

so (2.4) is equivalent to the system of matrix equations

(2.5) A>i Ai = In, A>i Aj + A>j Ai = O for i 6= j.

These are the Hurwitz matrix equations. (The actual entries in the Ai’s won’t matter
anymore.) The rest of the proof of Theorem 1.1 is now devoted to showing these equations
in n × n matrices can exist only if n is 1, 2, 4, or 8. Without loss of generality we take
n > 2.

We normalize the matrices Ai to make one of them the identity, as follows. By (2.5), Ai

is an invertible matrix whose inverse is A>i . Set

Bi = AiA
>
n .

Now (2.5) is easily seen to be equivalent to

(2.6) Bn = In, B>i Bi = In, B>i Bj + B>j Bi = O for i 6= j.

Taking j = n in the third equation shows B>i = −Bi for i 6= n. Therefore the n−1 matrices
B1, . . . , Bn−1 satisfy

(2.7) B>i = −Bi, B2
i = −In, BiBj = −BjBi for i 6= j.

We see immediately from (2.7) and Lemma 2.1 that n is even. Next we will prove that
(2.7) for even n > 2 forces n = 4 or 8.

3. Using Representation Theory

Consider the group of matrices generated by the Bi’s. These are the matrix products

±Ba1
1 · · ·B

an−1

n−1 ,

where ai = 0 or 1. Note −In 6= In since F doesn’t have characteristic 2. Since n > 2 is
even, we have n ≥ 4.

Let G be a group generated by elements g1, . . . , gn−1 such that

(3.1) g2i = ε 6= 1, ε2 = 1, gigj = εgjgi for i 6= j.

(Does such a group exist? Well, for our purposes we only have to note that the Hurwitz
matrix equations, or rather their consequence in (2.6), led us to an example of such a group,
so if the Hurwitz matrix equations hold for some n×n matrices then there is such a group.)
Every element of G has the form

εa0ga11 · · · · · g
an−1

n−1 ,
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where ai = 0 or 1. Also, if G exists then the subgroup {g1, . . . , gm} for 2 ≤ m ≤ n− 2 has
the same formal properties (3.1) as G, but with fewer generators. Note ε commutes with
all the gi’s, so ε ∈ Z(G).

We now show the following four facts:

(a) #G = 2n,
(b) [G,G] = {1, ε},
(c) If g 6∈ Z(G), then the conjuagcy class of g is {g, εg},
(d) The evenness of n implies Z(G) has four elements:

Z(G) = {1, ε, g1 · · · gn−1, εg1 · · · gn−1}.

We will not need representation theory to do this.
(a) Certainly #G ≤ 2n. We need to show that if

(3.2) εa0ga11 · · · g
an−1

n−1 = 1,

then all ai are even (or simply equal 0 if we assume, as we can, that ai = 0 or 1).
Well, if n− 1 = 2 and (3.2) holds with a2 = 1 then g2 is in the group generated by ε and

g1, hence in the group generated by g1 since ε2 = g1. That implies g2 commutes with g1,
which is not the case. So a2 = 0 and εa0ga11 = 1. Since g1 has order 4, it doesn’t lie in the
2 element group generated by ε, so a1 = 0. Therefore a0 = 0.

Now assume n−1 > 2 and an−1 = 1. Multiplying each side of (3.2) by gn−1 on the right,
we move g2n−1 = ε over to the ε term (since ε ∈ Z(G)) and get

εa
′
0ga11 · · · g

an−2

n−2 = 1,

where a′0 = 0 or 1 since ε has order 2. Since the group generated by ε, g1, . . . , gn−2 has the
same formal properties as G, we see by induction that

a1 = · · · = an−2 = 0.

Thus εa
′
0gn−1 = 1, so gn−1 ∈ {1, ε}, a contradiction.

(b) Since n − 1 ≥ 2, (3.1) gives g1g2g
−1
1 g−12 = ε, so ε lies in [G,G]. Since ε ∈ Z(G), the

group G/{1, ε} is abelian by the defining properties of G, so [G,G] = {1, ε}.
(c) This is obvious from b.
(d) An element g of G lies in the center if and only if ggi = gig for all i. Write

g = εa0ga11 · · · g
an−1

n−1 ,

where ai = 0 or 1. Then (using gigjg
−1
i = εgj)

ggi = gig ⇐⇒ εa0ga11 · · · g
an−1

n−1 = giε
a0ga11 · · · g

an−1

n−1 g−1i

⇐⇒ εa0ga11 · · · g
an−1

n−1 = ε
a0+

∑n−1
j=1
j 6=i

aj
ga11 · · · g

an−1

n−1 .

Since ε has order 2, we see

g ∈ Z(G)⇐⇒
n−1∑
j=1
j 6=i

aj ≡ 0 mod 2 for all i.
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For i 6= k, we get
n−1∑
j=1
j 6=i

aj ≡
n−1∑
j=1
j 6=k

aj mod 2,

so ai ≡ ak mod 2. Thus a1 = · · · = an−1, so g = εa0 or εa0g1 · · · gn−1. Hence

g ∈ Z(G)⇐⇒ (n− 2)a1 ≡ 0 mod 2,

so Z(G) has the elements as indicated for n even. (That n is even was only used in the last
line. If instead n were odd, then Z(G) = {1, ε}.)

We now bring in representation theory. The original Hurwitz problem gave an n-
dimensional (faithful) representation of G over F , which we view as a representation over
the algebraic closure F . Which irreducible representations of G over F can occur in this n-
dimensional representation? Since F doesn’t have characteristic 2, the characteristic doesn’t
divide the order of G, so classical representation theory applies.

Since G/[G,G] has size 2n−1, G has 2n−1 representations of degree 1. The number of
representations equals the number of conjugacy classes. We already computed the conjugacy
classes of G, so we can read off the number of conjugacy classes. Since n is even, G has

4 +
1

2
(2n − 4) = 2n−1 + 2

conjugacy classes. (If n were odd, there would be 2 + 1
2(2n − 2) = 2n−1 + 1 conjugacy

classes.) Thus, for even n, G has two irreducible representations of degree greater than 1.
Let fi be the degrees of the irreducible representations of G over F . Since #G =

∑
f2
i and

all fi divide #G (hence all fi are powers of 2), we see (since n − 1 > 1) that G has two

irreducible representations of degree 2
n
2
−1 > 1 if n is even. (If n were odd, G would have

just one irreducible representation of degree 2
n−1
2 > 1.)

Our problem gave us an n-dimensional representation of G where ε is represented by
−In, hence by the negative of the identity map on any subspace. Since ε ∈ [G,G], it is sent
to 1 under all 1-dimensional representations. Therefore our n-dimensional representation
of G has no irreducible subrepresentations of degree 1. Thus, for even n > 2 we must have

2
n
2
−1|n.

Letting n = 2rs for r ≥ 1 and s odd, we have n
2 − 1 ≤ r, so

2r ≤ n ≤ 2r + 2.

This implies n = 4 or 8.
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