HENSEL’S LEMMA

KEITH CONRAD

1. INTRODUCTION

In the p-adic integers, congruences are approximations: for a and b in Z,, a = b mod p"
is the same as |a — b|, < 1/p™. Turning information modulo one power of p into similar
information modulo a higher power of p can be interpreted as improving an approximation.

Example 1.1. The number 7 is a square mod 3: 7 = 12 mod 3. Although 7 # 12 mod 9,
we can write 7 as a square mod 9 by replacing 1 with 14 3: 7 = (1 4+ 3)? mod 9. Here are
expressions of 7 as a square modulo further powers of 3:

7= (1+3+3%?%mod 3%,

7= (1+3+3%?%mod 3%,

7=(1+3+3*4+2-3Y2mod 3°,

7T=(1+3+324+2-3"+2-3"+3%+3% 423192 mod 3%,
If we can keep going indefinitely then 7 is a perfect square in Z3 with square root
1+3+32+2-30+2.3T+3°+37+2.30+ ...

That we can continue this indefinitely is due to Hensel’s lemma, proved by Hensel in 1904
[4, Sect. 4, pp. 77-84] (see also [5, Chap. 4, Sect. 3-5]). It gives conditions under which the
root of a polynomial mod p lifts to a root in Z,, such as the polynomial X2 -7 withp=3:
its two roots mod 3 can both be lifted to square roots of 7 in Zs.

We will first give a basic version of Hensel’s lemma, illustrate it with examples, and then
other versions that can be applied in cases where the basic version is inadequate.

2. A BAsIiCc VERSION OF HENSEL’S LEMMA
Theorem 2.1 (Hensel’s lemma). If f(X) € Z,[X]| and a € Z, satisfies

f(a) =0mod p, f'(a)# 0mod p

then there is a unique o € Zy, such that f(o) =0 in Z, and a = a mod p.
Example 2.2. Let f(X) = X?—7. Then f(1) = —6 = 0 mod 3 and /(1) = 2 # 0 mod 3, so
Hensel’s lemma tells us there is a unique 3-adic integer « such that a? = 7 and a = 1 mod 3.
We saw approximations to « in Example 1.1, e.g., a =1 + 3 + 32 +2 - 3* mod 3°.
Proof. We will prove by induction that for each n > 1 there is an a,, € Z, such that

e f(ay)=0mod p",

® a, = a mod p.
(After proving this, we’ll show it leads to a solution of f(«) = 0 as a limit.) The case n =1
is trivial, using a; = a. If the inductive hypothesis holds for n, we seek a,+1 € Z, such that

e f(ans1) = 0mod p"tt,
® a,.1 =amodp.
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Since f(an11) =0 mod p" ! = f(a,.1) = 0 mod p*, each root of f(X) mod p"*! reduces
to a root of f(X) modp". By the inductive hypothesis there is a root a, mod p"™ such
that a, = a mod p, so we seek a p-adic integer a,y1 such that a1 = a, mod p™ and

f(any1) = 0mod p"*tt. Writing
Any1 = an + D"ty
for some t,, € Z,, to be determined, can we make f(a, + p"t,) = 0 mod pntl?
To compute f(a, + p™t,) mod p"*!, we use a polynomial identity:
(2.1) FX+Y) = F(X) + F(X)Y +g(X,Y)Y?
for some polynomial g(X,Y) € Z,[X,Y]. This formula comes from isolating the first two
terms in the binomial theorem: writing f(X) = Z?:o c; X" we have

d d
FX4Y)=)aX+Y) =co+ > (a(X'+iX7Y) + g:i(X,Y)V?),
=0 =1

fX+Y)= chxwzzczx*l 1Y+Zgl X, Y)Y? = f(X)+ f(X)Y +g(X,Y)Y?,

where g(X,Y) = Y% ¢ig:(X,Y) € Z,[X, Y]. This gives us the desired identity."
To make (2.1) numerical, for all x and y in Z,, the number z := g(z,y) is in Z,, so

(2.2) v,y €Zy =|f(x+y)=f(z)+ f(z)y + zy?, where z € Z,.

In this formula set x = a,, and y = p"t,
(2‘3) f(an +pntn) = f(an) + f/(an)pntn + Zp2nt% = f(an) + f/(an)pntn mod pn+1

since 2n > n + 1. In f'(a,)p™t, mod p"*!, the factors f'(a,) and t, only matter mod
p since there is already a factor of p” present and the modulus is p"t!. Recalling that
an = a mod p, we get f'(a,)p™t, = f'(a)p™t, mod p"*1. Therefore from (2.3),

f(an + p"t,) = 0 mod p" ™! <= f(a,) + f'(a)p™t, = 0 mod p"**
(2.4) = f'(a)tn = —f(an)/p" mod p,

where the ratio f(ay)/p"™ is in Z, since we assumed that f(a,) = 0 mod p". There is a
solution for ¢, in (2.4), a congruence mod p, since we assume f’(a) Z 0 mod p.

Armed with this choice of t,, and setting a,+1 = an+p™ty, we have f(an,+1) = 0 mod p
and an4+1 = a, mod p”, so in particular a,y1 = a mod p. This completes the induction.

Starting with a; = a, our inductive argument has constructed a sequence a1, ao, as, .. .
in Z, such that f(a,) = 0 mod p™ and a,4+1 = a, mod p" for all n. The second condition,
an+1 = an mod p", implies that {a,} is a Cauchy sequence in Z,. Let a be its limit in Z,.
We want to show f(a) =0 and @ = a mod p.

From a,41 = ay, mod p” for all n we get a,, = a,, mod p" for all m > n, so a = a,, mod p”
by letting m — co. At n =1 we get & = a mod p. For general n,

n+1

1
a = a, mod p" = f(a) = f(ap) = 0mod p" = | f(a)|, < o
IThe identity (2.1) is similar to Taylor’s formula: f(z + h) = f(x) + f'(x)h + (f"(x)/2!)h® + - --. The
catch is that terms in Taylor’s formula have factorials in the denominator, which can require some extra care
when reducing modulo powers of p: think about f”(z)/2! mod 2, for instance. What (2.1) essentially does
is extract the first two terms of Taylor’s formula and say that what remains has p-adic integral coefficients,
s0 (2.1) can be reduced mod p, or mod p" for all n > 1.
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Since this estimate holds for all n, f(a) = 0.

It remains to show « is the unique root of f(X) in Z, that is congruent to a mod p.
Suppose f(5) =0 and 8 = a mod p. To show = a we will show 8 = a mod p" for all n.
The case n = 1 is clear since a and 8 are both congruent to ¢ mod p. Suppose n > 1 and
we know that 8 = o mod p". Then 8 = a + p"y, with 7, € Z,, so a calculation similar to
(2.3) implies

F(B) = fla+p"m) = f(a) + f'(a)p"y, mod p™*.
Both a and j are roots of f(X), so 0 = f'(a)p™y, mod p"*!. Thus f'(a)y, = 0 mod p.
Since f'(a) = f'(a) #Z 0 mod p, we have 7, = 0 mod p, which implies 3 = a mod p"*t. O

Remark 2.3. Since a,, + p"t,, mod p" ! only depends on t, mod p, and t,, satisfying (2.4)
is unique mod p, the a,, € Z,, where (i) f(a,) = 0 mod p™ and (ii) a, = a mod p is unique
modulo p™. Or an argument similar to the last paragraph in the proof shows for each n > 1
that f(X) has a unique root mod p™ that reduces to a mod p. Either way, in Theorem 2.1
we can think about the uniqueness of the lifting of the mod p root in two ways: it has a
unique lifting to a root in Z, or it has a unique lifting to a root in Z,/(p") for all n > 1.

Remark 2.4. If f(X) € Z[X] and a € Z, then ¢(X,Y) in (2.1) is in Z[X,Y] and z in (2.2)
is in Z. Use this to check that the inductive reasoning used in the proof before passing to
a p-adic limit near the end holds with Z in place of Z,, so for all n > 1 there is an a,, € Z
such that f(a,) =0 mod p" and a,, = a mod p, and such a,, is unique in Z/(p").

Here are six applications of Hensel’s lemma.

Example 2.5. Let f(X) = X2 — 2. We have f(3) = Omod 5 and f'(3) # 0 mod 5,
Therefore Hensel’s lemma with initial approximation a = 3 tells us there is a unique cube
root of 2 in Zs that is congruent to 3 mod 5. Explicitly, itis 3+2-52+2-53+3-5%4....

Example 2.6. Let f(X) = X?— X —2. We have f(0) = 0 mod 2 and f(1) = 0 mod 2, while
f/(0) =1 mod 2 and f/(1) = 0 mod 2. Therefore Hensel’s lemma with initial approximation
a = 0 implies there is a unique o € Zy such that f(a) = 0 and o = 0 mod 2. Explicitly,
a=2+4+224244274...

Although 1 is a root of f(X) mod 2, it does not lift to a root in Zy since it doesn’t even
lift to a root mod 4: f(1) = 2mod 4 and f(3) = 2mod 4, so if § € Z3 and f = 1 mod 2
then 5 =1 or 3 mod 4 and therefore f(5) =2 # 0 mod 4.

Example 2.7. For each positive integer n not divisible by p and each v = 1 mod pZ,, u is
an nth power in Z;;. Apply Hensel’s lemma to f(X) = X™ — « with initial approximation
a=1 f(1)=1—u =0modp and f'(1) = n # 0 mod p. Therefore there is a unique
solution to " = w in Z, such that o = 1 mod p. Example 1.1 is the case u =7, p = 3, and
n = 2: 7 has a unique 3-adic square root that is = 1 mod 3.

Example 2.8. For an odd prime p, suppose u € Z; is a square mod p. We will show u is
a square in sz. For example, 2 = 32 mod 7 and that implies 2 is a square in YA

Write u = a®? mod p, so a Z 0 mod p. For the polynomial f(X) = X? — u we have
f(a) =0 mod p and f'(a) = 2a # 0 mod p, since p is not 2, so Hensel’s lemma tells us that
f(X) has aroot in Z, that reduces to a mod p, which means u is a square in Z;. Conversely,
if u € Z; is a p-adic square, say u = v?, then 1 = |v|§77 sov € Z,; and u = v? mod p. Thus
the elements of Z; that are squares in Q,, are precisely those that reduce to squares mod
p. For example, the nonzero squares mod 7 are 1, 2, and 4, so u € Z7 is a T-adic square if
and only if u=1,2,0r 4 mod 7.

This result can have problems when p = 2 because 2a = 0 mod 2. In fact the lifting of a
square root mod 2 to a 2-adic square root really does have a problem: 3 = 12 mod 2 but 3
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is not a square in Zs since 3 is not a square mod 4 (the squares mod 4 are 0 and 1). And 3
is not a square in Qo either because a hypothetical square root in Q2 would have to be in
Zs: if o® =3 in Qg then |a|3 = [3]2 =1, so |a]z = 1, and thus « € ZS C Zs.

Example 2.9. For each integer k between 0 and p — 1, k» = k mod p. Letting f(X) =
XP — X, we have f(k) = Omod p and f/(k) = pkP~! —1 = —1 # 0 mod p. By Hensel’s
lemma there is a unique wy € Z, such that WZ = wi and wp = k mod p. For instance,
wo =0 and wy; = 1. When p > 2, w,_1 = —1. Other wy, for p > 2 are more interesting. For
p=>5,wyisaroot of X° — X = X(X*—1)=X(X —1)(X +1)(X2+1). Thus wy and ws
are square roots of —1 in Zs:?

wo=2+4+5+2-524+53+3.5+4.5°4+2.504+3.57 ...
w3 =3+3-5+2-524+3-554+5"+2.55 457 ...,

The numbers wy for 0 < k < p—1 are distinct since they are already distinct when reduced
mod p, so X? — X = X(XP~! — 1) splits completely in Z,[X]. Its roots in Z, are 0 and
(p — 1)th roots of unity. The number wy, is called the Teichmuller representative for k.

Example 2.10. As an application to solving equations in Q,, not just Z,, for p # 2 and
a € Q, we'll show the equation y?> = z! + a has a p-adic solution (z,y) whenever |z|, is
sufficiently large compared to |alp.

Rewrite the equation as y? = 2%(1 +a/x?%). Since the first term z* is a square for all =, it
suffices to find a condition on x that implies 1+a/z* is a square in Q,. When p # 2, such a
condition is |a/z|, < 1, i.e., |z, > |a|11,/4: for such x, a/z* € pZy, so 1+a/x* =1 mod pZ,,
and therefore 1 + a/2?* is a square in Z; by Examples 2.7 or 2.8.

We'll extend this to the case p = 2 in Example 4.5.

3. ROOTS OF UNITY IN Q,, VIA HENSEL'S LEMMA

Hensel’s lemma is often considered to be a method of finding roots to polynomials, but
that is just one aspect: the existence of a root. There is also a uniqueness part to Hensel’s
lemma: it tells us there is a unique root within a certain distance of an approximate root.
We'll use the uniqueness to find all of the roots of unity in Q,.

Theorem 3.1. The roots of unity in Q, are the (p — 1)th roots of unity for p odd and £1
forp=2.

Proof. If 2 = 1in Q,, then |z|; = 1, so |z|, = 1. This means every root of unity in Q, lies
in Z;;. Therefore we work in Z; right from the start.

First let’s consider roots of unity of order relatively prime to p. Assume (; and (» are
roots of unity in Z; with order prime to p. Letting m be the product of the orders of
these roots of unity, they are both roots of f(X) = X™ — 1 and m is prime to p. Since
|£/(¢)p = m¢™ |, = 1, the uniqueness aspect of Hensel’s lemma implies that the only
root o of X™ — 1 satisfying | — (1|, < 1is 1. So if (o = (3 mod pZ,, then (o = (;: distinct
roots of unity in Z;* having order prime to p must be incongruent mod p. In Example 2.9 we
found in each nonzero coset mod pZ, a root of X P=1 _1, and p—1 is prime to p. Therefore
each congruence class mod pZ,, contains a (p — 1)th root of unity, so the only roots of unity
of order prime to p in Q,, are the roots of xXr—t 1.

Now we consider roots of unity of p-power order. We will show the only pth root of unity
in Z; is 1 for odd p and the only 4th roots of unity in Z; are +1. This implies the only
pth power roots of unity in Z; are 1 for odd p and £1 for p = 2. (For instance, if there

2Hensel found w2 and ws to 4 digits when he factored X2 4 1 over Qs, written by him as K (5) [4, p. 77].
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were a nontrivial p-th power root of unity in Q, for p # 2 then there would be a root of
unity in Q,, of order p, but we’re going to show there aren’t any of those.) This part of the
proof will not use Hensel’s lemma.

We first consider odd p and suppose (P = 1 in Z; with ¢ # 1. Since (¥ = ( mod pZ,,
we have ( = 1 mod pZ,. Therefore ( = 1 + py with y € Z,. Since ¢ is not 1, ¢ is a root
of (XP—1)/(X —-1)=1+X+X%2+---+ XP~L For all integers k > 0, ¢¥ = (1 + py)* =
1 + kpy mod p2Zp by the binomial theorem, so

0=14+C¢++-- 4!

¥
L

Ck

I
= o

(1 + kpy) mod p*Z,

i
o

—1
(3.1) =p+ p(p2 )
Since p is odd, (p —1)/2 € Z, so (3.1) implies 0 = p mod p?, which is a contradiction.
Therefore there is no pth root of unity in Q, other than 1.

Now we turn to p = 2. We want to show the only 4th roots of unity in Z; are +1. If
¢ € ZJ is a 4th root of unity and ¢ # %1 then (2= -1, s0 (> = —1 mod 4Z,. However,

(€Z = ¢=1or3mod4Zy = ¢? =1 mod 4Z,

and 1 #Z —1 mod 4Z,. Thus there is no 4th root of unity in Qs besides +1.

For prime p, a root of unity is a (unique) product of a root of unity of p-power order
and a root of unity of order prime to p, so the only roots of unity in Q, are the roots of
XP~1 _ 1 for p # 2 and +1 for p = 2. O

py mod P> Z,.

4. A STRONGER VERSION OF HENSEL’S LEMMA

The hypotheses of Theorem 2.1 are f(a) = 0 mod p and f’(a) Z 0 mod p. This means
a mod p is a simple root of f(X) mod p. We will now discuss a more general version of
Hensel’s lemma than Theorem 2.1. It can be applied to cases where a mod p is a multiple
root of f(X) mod p: f(a) = 0 mod p and f'(a) = 0 mod p. This will allow us to describe
squares in Z; and, more generally, pth powers in Z;.

Theorem 4.1 (Hensel’s lemma). Let f(X) € Z,[X] and a € Z, satisfy
(@) <1 (a)l3-

There is a unique o € Zy, such that f(o) =0 in Zy, and |o — al, < |f'(a)|p. Moreover,

(1) |l —alp, = [f(a)/f'(a)lp < [f'(a)lp,
(2) [f(@)]p = £ (a)lp-

Since f'(a) € Zyp, |f'(a)|p, < 1. If |f'(a)|, = 1 then the hypotheses of Theorem 4.1 reduce
to those of Theorem 2.1: saying |f(a)|, < 1 and |f/(a)|, = 1 means f(a) = 0 mod p and
f'(a) £ 0 mod p. Theorem 4.1 actually goes beyond the conclusions of Theorem 2.1 when
the hypotheses of Theorem 2.1 hold, since we learn in Theorem 4.1 exactly how far away
the root « is from the approximate root a. But the main point of Theorem 4.1 is that it
allows for the possibility that |f’(a)|, < 1, which isn’t covered by Theorem 2.1 at all.

We will prove Theorem 4.1 by two methods, in Sections 5 and 6. Here are some applica-
tions where the polynomial has a multiple root mod p.
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Example 4.2. Let f(X) = X*—7X3+2X?+2X +1. Then f(X) = (X +1)?(X?+1) mod 3
and we notice 2 mod 3 is a double root. Since |f(2)]3 = 1/27 and |f'(2)|3 = |—42|3 = 1/3,
the condition |f(2)]3 < |f/(2)|3 holds, so there is a unique root o of f(X) in Zs3 such that
oo — 2|3 < 1/3, i.e., « = 2 mod 9.

In fact there are two roots of f(X) in Zs:

243+2-3242-334+2.324+2.3+... and2+32+3*+2.3°+2.30 ...

The second root reduces to 2 mod 9, and is . The first root reduces to 5 mod 9, and its
existence can be verified by checking |f(5)|3 = 1/27 < |f'(5)|3 = 1/9.

Example 4.3. Let f(X) = X3 —10 and g(X) = X® —5. We have f(X) = (X —1)? mod 3
and g(X) = (X —2)3 mod 3: 1is an approximate 3-adic root of f(X) and 2 is an approximate
3-adic root of g(X). We want to see if they can be refined to genuine 3-adic roots. The
basic form of Hensel’s lemma in Theorem 2.1 can’t be used since the polynomials do not
have simple roots mod 3. Instead we will try to use the stronger form of Hensel’s lemma in
Theorem 4.1.

Since |f(1)|3 = 1/9 and |f'(1)|3 = 1/3, we don’t have |f(1)|3 < |f’(1)|3, so Theorem 4.1
can’t be used on f(X) with a = 1. However, |f(4)]3 = 1/27 and |f'(4)|3s = 1/3, so we can
use Theorem 4.1 on f(X) with a = 4: there is a unique root a of X3 — 10 in Zs3 satisfying
| — 4|3 < 1/3, 50 @ = 4 mod 9. The expansion of « begins as 1 +3+3%+2-36 +37 4 ...,

Turning to g(X), we have |g(2)]3 = 1/3 and |¢/(2)|3 = 1/9, so we can’t apply Theorem
4.1 with @ = 2. In fact there is no root of g(X) in Qs. If there were a root a in Qg then
a® =5, 50 |als = 1, and thus a € Z3. Then o® = 5mod 3", so 5 would be a cube modulo
every power of 3. But 5 is not a cube mod 9 (the only cubes mod 9 are 0, 1, and 8).
Therefore the mod 3 root of X3 — 5 does not lift to a 3-adic root of X3 — 5.

Theorem 4.4. If u € Z5 then u is a square in Qg if and only if u = 1 mod 8Zs.

Proof. If u = v? in Q then 1 = |v|3, so v € Z). In Zy/8Zy = Z/8Z, the units are 1, 3,
5, and 7, whose squares are all congruent to 1 mod 8, so v = v?> = 1 mod 8Zs. To show,
conversely, that all u € ZJ satisfying u = 1 mod 8Zz are squares in ZJ, let f(X) = X2 —u
and use a = 1 in Theorem 4.1. We have |f(1)]2 = |1 —ul2 < 1/8 and |f'(1)]2 = |2]2 = 1/2,
so [f(1)|2 < |f'(1)|3. Therefore X2 — u has a root in Zg, so u is a square in Zs. O

Example 4.5. We saw in Example 2.10 that for p # 2 and a € Q,, y* = z* 4+ a has a
solution in Q, when |z|} > |a|,. With Theorem 4.4 we’ll get an analogue of this for p = 2.
Rewriting the equation as y? = z*(1 4+ a/z*), we want 1 + a/2z* to be a square in Qg,
and by Theorem 4.4 such a condition is |a/z*|s < 1/8, since then 1 + a/x* = 1 mod 8Zs.
The same method, using the stronger version of Hensel’s lemma, shows for prime p,
a € Qp, and n | m in ZT that the equation y"™ = 2™ + a has a p-adic solution (x,y)
whenever |z|, is sufficiently large in terms of |a|,, m, and n. Details are left to the reader.

Theorem 4.6. If p # 2 and u € Z;, then u is a pth power in Q, if and only if u is a pth
power modulo p?.

Theorem 4.6 is false for p = 2: the criterion for an element of ZJ to be a 2-adic square
needs modulus 23, not modulus 22. For instance, 5 is a square mod 4 but 5 is not a 2-adic
square since 5 % 1 mod 8. Theorem 4.6 explains what we found in Example 4.3: 10 is a
3-adic cube and 5 is not, since 10 mod 9 is a cube and 5 mod 9 is not a cube.

Proof. If u = vP in Q, then 1 = [v[;, so v € Z,: we only need to look for pth roots of u in
Z). Let f(X) = XP—u. In order to use Theorem 4.1 on f(X), we seek an a € Z such that
|f(a)]p < |f’(a)|123. This means |a? — ul, < [pa?~!|2 = 1/p?, or equivalently a? = u mod p3.
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So provided u is a pth power modulo p?, Theorem 4.1 tells us that X? —u has a root in Z,,
so u is a pth power. The criterion in the theorem, however, has modulus p? rather p®. We
need to do some work to bootstrap an approximate pth root from modulus p? to modulus
p3 in order for Theorem 4.1 to apply.

Suppose © = aP mod p? for some a € Z,. Then a € Z; and u/aP = 1 mod p?. Write
u/aP = 1+ p?c mod p?, where 0 < ¢ < p — 1. By the binomial theorem,

(1+po)P = 1+p(pe) + (i) (pe)*.

k=2

The terms for & > 3 are obviously divisible by p® and the term at k = 2 is (’2’) (pc)? = %lp3cz,

which is also divisible by p? since p > 2.
Therefore (1 + pc)? = 1+ p?c mod p?, so u/a? = (1 + pc)? mod p3. Now we can write
u

- =1 d p3.
aP(1 + pc)P motr

From Theorem 4.1, a p-adic integer that is congruent to 1 mod p? is a pth power (see the
first paragraph again). Thus u/(aP(1 4 pc)P) is a pth power, so u is a pth power. O

Remark 4.7. Hensel’s lemma in Theorem 4.1 says a root mod p lifts uniquely to a root in
Z,, under weaker conditions than Hensel’s lemma in Theorem 2.1, but it does not guarantee
a unique lift mod p", unlike in Theorem 2.1 (Remark 2.3). Consider Example 4.3: in Zj3,
X3 = 10 has one solution 1 +3+32+2-3%5+ ... but for n > 2, X3 = 10 mod 3" has 3
solutions, not 1. One solution mod 3" lifts to modulus 3"*! and two don’t. (For instance,
solutions mod 27 are 4, 13, and 22 and only 13 lifts to solutions mod 81, in fact to 13, 40,
and 67 mod 27.) This is consistent with a unique root in Zs since the 3 solutions mod 3"
are congruent modulo 3”~! and thus are close: they have a common limit in Z3 as n — oo.

5. FIRST PROOF OF THEOREM 4.1: NEWTON’S METHOD

Our first proof of Theorem 4.1 will use Newton’s method and is a modification of [6,
Chap. II, §2, Prop. 2].

Proof. As in Newton’s method from real analysis, define a sequence {a,} in Q, by a1 = a
and

(5.1) Gt = Gn = f'(éi))
for n > 1. Set t = |f(a)/f'(a)?|, < 1. We will show by induction on n that
(i) lanlp <1, ie., an € Zy,
(i) [f"(an)lp = [f"(a1)lp,
(i) [/ (an)lp < |f/(ar) "

For n = 1 these conditions are all clear. Note in particular that we have equality in (iii)

and f'(a1) # 0 since | f(a1)|p < |f'(a1)]3-
For the inductive step, we need two polynomial identities. The first one, for F'(X) €

Z,[X], is
(5.2) F(X+Y)=F(X)+F(X)Y +g(X,Y)Y?
for some ¢g(X,Y’) € Z,[X,Y]. This is (2.1) from the proof of Theorem 2.1. So

(5.3) z,y € Zy, = | F(x +y) = F(x) + F'(z)y + 2y*, where z € Z,
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with z = g(z,y). The second polynomial identity we need is that for F(X) € Z,[X],
FX)-F(Y)=(X-Y)G(X,Y)
for some G(X,Y) € Z,[X,Y]. This comes from X —Y being a factor of X' — Y for all
i > 1. Writing F(X) = Y7, b; X",
F(X)=F(Y)=> b(X'-Y")
i=1

and we can factor X —Y out of each term on the right. For x and y in Z,, G(z,y) € Zj, so

(5-4) 2,y € Zp = | |F(2) = F(Y)lp = [z = ylp| Gz, 9)lp < |z = ylp-

Assume (i), (ii), and (iii) are true for n. To prove (i) for n 4 1, first note a,41 is defined
since f’(an) # 0 by (ii). To prove (i) it suffices to show |f(an)/f (an)lp < 1. Using (ii) and
(i) for n, we have | f(a)/f'(an)lp = | F(an)/'(a1)lp < |f'(@0)}pt> " < 1since t < 1.

To prove (i) for n+1, (iii) for n implies | f(an)|, < [f"(a1)|3 since t < 1 (and |f'(a1)l, # 0),
so by (5.4) with F(X) = f/(X),

) = £l < fanes = auly = {20 = (D8 <@, = If )

50 | f(an+1)lp = [ (an)lp = 1 (a1)lp-
To prove (iii) for n+ 1, we use (5.3) with F(X) = f(X), x = a,, and y = —f(an)/ [ (an):

o =t ) = s+ 1 (=555 = (765) =+ (753)

where z € Z,,. (Note |y|, = |f(an)lp/|f'(an)|p < 1.) Thus, by (iii) for n,

flan) [P fGan)ly _ 1f (@) ™"
flan)l, |f(a)Z = [f'(a1)]3

This completes the induction.
Now we show {a,} is Cauchy in Q,. From the recursive definition of this sequence,

flan) _ |f(an)lp
f'an)l,  [f(a1)lp
where we used (ii) and (iii). Thus {ay} is Cauchy. Let a be its limit, so ||, < 1 by (i), i.e.,
a € Zy,. Letting n — oo in (ii) and (iii) we get |f'(a)], = |f'(a1)]p, = |f(a)|, and f(a) = 0.

To show |a — al, = |f(a)/f'(a)|p, it’s true if f(a) = 0 since then a, = a; = a for all n,
so a = a.® If f(a) # 0 then we will show |a, — al, = |f(a)/f'(a)|, for all n > 2 and let
n — co. When n = 2 use the definition of ay in terms of a; = a. For all n > 2, by (5.5)

f(a)
Fla)l,

where ¢ € (0,1) since f(a) # 0. If |an, — alp, = [ f(a)/f'(a)|p then |apt1 — anlp < |an — al, by
(5.6), 50 lan 11 — alp = [(ns1 — n) + (an — @)l = |an — alp = | £(@)/£'()]p

The last thing to do is show « is the only root of f(X) in the ball {z € Z), : |z —a, <
|f(a)]p}. This will not use anything about Newton’s method. Assume f(8) = 0 and

| flant+1)lp < = | f/(ar)|2*".

n—1
S |f/(a1)‘pt2 )

(5:5) |ant1 — anlp =

(5:6)  lans1 = anlp < ()t < [F(@)lpt < |f'(a1)lpt = (@)t =

3The case f(a) = 0 was not covered in an earlier draft and this omission was found when the proof here
was formalized using the Lean theorem prover [7, p. 8].
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| —al, < |f'(a)|p. Since |a —al, < |f'(a)|, we have |8 — al, < |f'(a)|,. Write 8 = o+ h,
so h € Z,. Then by (5.3) with FI(X) = f(X),
0=f(8) = fla+h) = f(a) + f(a)h + zh* = f'(a)h + zh?

for some z € Z,. If h # 0 then f'(«) = —zh, so |f'(a)|p, < |hlp = |8 — afp < |f'(a)|p,. But
|f'(a)|p = |f'(a)|p, so we have a contradiction. Thus h =0, so 5 = a. O

Before we give a second proof of Theorem 4.1, it’s worth noting that the a,’s converge
to a very rapidly. From the inequality |ap4+1 — aplp < |f’(al)|pt2n_1 for all n > 1 we obtain
by the strong triangle inequality |am, — an|p < ]f'(al)\ptzn_l for all m > n. Letting m — oo,

f(a)

f'(a)?
Since |f(a)/f'(a)?|, < 1, the exponent 2" tells us that the number of initial p-adic digits
in a, that agree with those in the limit « is at least doubling at each step.

2n71

(5.7) o = anly < ' (@)t = @)t =11 (@)ly

p

Example 5.1. Let f(X) = X2 — 7 in Q3[X]. It has two roots in Zs:
r=1+3+3+2-3+2-3"+3%+3% ...
s=2+3+324+2-334+2.-35+2.30 43843 +....

Starting with a; = 1, for which |f(a1)/f'(a1)?|3 = 1/3, Newton’s recursion (5.1) has limit
a where |a — a3 < |f'(a1)|s =1, s0o @« = a3 = 1 mod 3. Thus « = r. For example,
977
a4 = oo =1+3+3+2-3"+2.3"+3+30+...,
which has the same 3-adic digits as 7 up through terms including 37 (the first 8 digits). The
estimate in (5.7) says |r—an|s < |f'(a1)]3(1/3)%" " = (1/3)2""" for all n. Using a computer,
this inequality is an equality for 1 < n < 10.

Example 5.2. Let f(X) = X2 — 17 in Qy[X]. It has two roots in Zy:
r=1+23425 420427429 ..
s=1+2+22 424 428 ...,

Using Newton’s recursion (5.1) for f(X) with initial seed a € Z5, we need |a? — 172 < |2al3,
which is the same as a?> = 17 mod 8, and this congruence works for all a € Z;. Therefore
(5.1) with a1 € Z5 converges to r or s. Since |f'(a)|s = 1/2 for a € Z5, (5.1) with a1 = a
has a limit « satisfying |a — als < |f'(a)]2 = 1/2, so a = amod 4: if a = 1 mod 4 then
a =7, and if a = 3mod 4 then a = 5. By (5.7), | — anla < |f'(a)|2(|f(a)/f/(a)%]2)*" " =
(1/2)(4]a? — 17]2)%"". For a few choices of a, this inequality is an equality for 1 < n < 10:

e When a =1, |r — ay|2 = (1/2)2"*! for 1 < n < 10.

e When a =3, |s — anla = (1/2)2" "+ for 1 < n < 10.

e When a =5, |r — anly = (1/2)2" '+ for 1 < n < 10.

Example 5.3. Let’s solve X2 — 1 = 0 in Q3. This might seem silly, since we know the
solutions are +1, but let’s check how an initial approximation affects the 3-adic limit. We
use a; = 2. (If we used a3 = 1 then a, = 1 for all n, which is not interesting.) When
f(X) = X? — 1 the recursion for Newton’s method is

n 21 a2+1 1 1
an-i-l:an_;,((a))_ S _ 0t :<an+>

ay) 2a,  2an 2
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Since |£(2)]3 = 1/3 < |f'(2)|3, Newton’s recursion with a; = 2 converges in Q3. What is

the limit? Since a; = —1 mod 3, we have a,, = —1 mod 3 for all n by induction: if a, =
—1 mod 3 then ap+1 = (1/2)(an + 1/ay) = (1/2)(-1+1/(-1)) = (1/2)(—2) = —1 mod 3.
Thus lim,, o a, = —1 in Q3. What makes this interesting is that in R all a,, are positive so

the sequence of rational numbers {a,, } converges to 1 in R and to —1 in Q3. The table below
illustrates the rapid convergence in R and Qs (the 3-adic expansion of —1 is 2 = 2222...).

n ‘ an ‘ Decimal approx. ‘ 3-adic approx.
1 2 2.00000000 20000000
2 5/4 1.25000000 22020202
3 41/40 1.02500000 22220222
4| 3281/3280 1.00030487 22222222

Theorem 4.1 has Theorem 2.1 as the special case when |f’(a)|, = 1. Using a change
of variables, we will show Theorem 4.1 follows from Theorem 2.1, so the basic and strong
versions of Hensel’s lemma are in fact equivalent!

Theorem 5.4. Theorem 2.1 implies Theorem 4.1.

Proof. Suppose f(X) € Z,[X] and a € Z,, satisfies |f(a)|, < |f’(a)|12). We will use Theorem
2.1 to show f(X) has a unique root o € Z, such that |a — a|, < [f'(a)|p, and in fact
o= aly = |f{@)/ (@)l and | (@)l = | (@)

Since |f(a)l, < |f/(a)[2, set b = f(a)/f'(a)?, so f(a) = f'(a)?b and [b], < 1. A root
a € Zy, of f(X) where | —al, < |f'(a)|p is a root of the form a + f’(a)s with |s|, < 1. We
thus want to show f(a + f'(a)s) = 0 for a unique s € Z, with |s|, < 1 and also show that
in fact |s|, = |f(a)/f'(a)?|. By the polynomial identity (5.2) with F(X) = f(X), there is a
polynomial ¢(X,Y) € Z,[X,Y] such that

FX+Y) = f(X)+ f(X)Y +g(X,Y)Y?,

so for all s € Z,,

fla+ f'(a)s) = f(a) + f'(a)(f'(a)s) + g(a, f'(a)s)(f'(a)s)”
= f'(a)’b + f'(a)*s + g(a, f'(a)s) f'(a)?s?
= f'(a)*(b+ s+ g(a, f'(a)s)s?).

Set h(X) = b+ X +g(a, f'(a)X)X? € Z,[X]. Since h(X) has constant term b = f(a)/f'(a)?
and linear coefficient 1, |h(0)|, = |b], < 1 and |P'(0)|, = [1|, = 1. Theorem 2.1 implies
there is a unique 8 € Z, such that h(8) = 0 and |5], < 1, so @ := a + f'(a)p is the unique
root of f(X) in Z, such that |a —al, < [f'(a)]p.

To show | — al, = |f(a)/f'(a)|p, rewrite this as |B|, = |f(a)/f'(a)?|,. If B = 0 then
a =a, so f(a) =0 and thus |f(a)/f'(a)?|, = 0 = |B,. If B # 0 then from

0="h(8)=b+B+gla, f'(a)3)s>

we get |b+ B, = [g(a, f'(a)8)3%[, < |8l < [Blp, s0 18l = bl = | f(a)/f'(a)?|,-
That |f'(a)], = |f(a)|p follows from |a — al, < [f'(a)lp: by (5.4), |f'(a) — f'(a)]p <
lo —alp < |f’(a)]p, SO |f/(0‘)|p = |f/(a)’p' O

Example 5.5. Let f(X) = X? — 10 with approximate root a = 4 in Z3. We can’t apply
Theorem 2.1 directly to f(X) to show there is a solution to f(«) = 0 in Z3 with « close to
4 since f’(4) =48 = 0 mod 3. From the proof of Theorem 5.4 we compute

f(X4Y)=(X+Y)?-10= X343X2Y +3XY?+Y3-10 = f(X)+ F/(X)Y +(3X +Y)Y2
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Then
F(A4+48X) = f(4)+f/(4)48X +(12+48X ) (48X )? = 54+482 X +(12+48X) (48X )? = 48%h(X)

where

hX) = % +X 4+ (12+48X)X* = % + X +12X% +48X°.

Since h(0) = 0 mod 3 and A/(0) = 1 # 0 mod 3, h(X) has a unique root 3 € 3Z3 and that
gives us a root a = 4 4+ 485 of f(X).

By Theorem 2.1, each solution of h(xz) = 0 mod 3" with x = 0 mod 3 lifts uniquely to
a solution of h(z) = 0 mod 3! but such uniqueness of lifting at each “finite level” is not
true for solving f(z) = 0 mod 3"; see Remark 4.7. This different behavior is compatible
because of the 48 (a multiple of 3) appearing on both sides of f(4 + 48X) = 482h(X).

For example, suppose we want to solve f(¢) = 0 mod 81 in Z3 with ¢ = 4 mod 3. Then
we can write t = 4 + 48z with = € Zg3 since 48 is divisible by 3 just once, so

f(4 +48z) = 0 mod 81 <= 48%h(z) = 0 mod 81 <= h(z) = 0 mod 9.

Note the modulus decreased from 81 to 9. The unique solution of h(x) = 0 mod 9 is 3 mod 9,
and that is the same as t = 4 4+ 48z = 4 4 48 - 3 = 13 mod 27. The modulus increased from
9 to 27 since congruences mod 9 are the same as congruences mod 27 when multiplying by
48. We have shown f(¢) = 0 mod 81 is the same as t = 13 mod 27, and there are three
liftings of 13 from mod 27 to mod 81: 13, 40, and 67.

6. SECOND PROOF OF THEOREM 4.1: CONTRACTION MAPPINGS

Newton’s method produces a sequence converging to a root of f(X) by iterating the
function x — f(z)/f'(x) with initial value a; = a where |f(a)|, < |f'(a) ’1% A root can also
be found with a different iteration p(z) = x — f(x)/f'(a), where again |f(a)|, < |f'(a)[2.
The denominator is f’(a), not f/(x), so it doesn’t change. We will show ¢ is a contraction
mapping on a suitable ball around a. Then the contraction mapping theorem will imply ¢
has a (unique) fixed point « in that ball.* The condition ¢(a) = a says a— f(a)/f'(a) = a,
so f(a) =0 and we have a root of f(X). Filling in the details leads to the following second
proof of Theorem 4.1. If you’re not interested in a second proof, go to the next section.

Proof. For r € [0,1] to be determined, set B,(r) = {z € Q, : |z — a|, <1}, so Bu(r) C Z,.

Set @)
A =T Ty

We seek an r such that ¢ maps B,(r) back to itself and is a contraction on that ball.
To show ¢ is a contraction on some ball around a, we want to estimate

B I PR (O R A )
lp(z) — p(y)lp = e R

for all x and y near a in order to make this < Az — y|, for some A < 1.
Write f(X) as a polynomial in X — a, say f(X) = Z?:o bi(X — a)’. Then by = f(a),
b1 = f'(a), and b; € Z), for i > 1. For all z and y in Q,,

d
f@) = fy) =) billz—a)' = (y—a)) = fa)x—y) + Y _bi((z—a) — (y - a)),
i=1 i

4There is an analogous method in real analysis to simplify Newton’s method to the contraction mapping
theorem by fixing the denominator in the recursion. See [2, Thm. 1.2, p. 164].
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=)
d
f(z) = fy) 1 ; ;
(6.1) o) —ply) =z —y— =——= bi((z—a) - (y—a)).
(@) (@) 2
(If d < 1 then the sum on the right is empty.) In the polynomial identity
i—1
X —Yi=(X-Y)) X'y
=0
fori>2set X =x—aand Y =y —a. Then
. . iil . . .
(@ —a)' = (y—a)ly=le—ylp|>_(—a) " (y—a)
=0

P
<o —ylp max o — a7y —alj
< |z = ylp max(|z — alp, ly — a|p)i_1
< |z = ylp max(|z — alp, [y — alp)

when |z — a|, and |y — af, are both at most 1. Therefore from (6.1),

x —ylpmax(|x —alp, |y —a
£ =l — aly < 1= (@) — p(p)], < Lo~y — dly)

[f"(a)lp ’
so for A € [0,1),
(6.2) |z — alp, [y — alp < Alf(a)l, = [@(z) = @(y)lp < Az — ylp.
If we can find A € [0,1), perhaps depending on a and f(X), such that
(6.3) |z —alp, < A f'(a)l, = l(z) —alp, < Alf'(a)lp

then (6.2) will tell us that ¢ is a contraction mapping on the closed ball around a of radius
Alf'(a)lp. We will see that if [f(a)|, < |f/(a)|2 then a choice for X is [f(a)/f'(a)?,. In
fact, we want to do more: show the condition |f(a)|, < [f'(a)|? arises naturally by trying
to make (6.3) work for some unknown A.

For A € (0,1), when |z — a|, < A f/(a)|, we have

o(x) — alp < Alf'(a)lp <= |z —a - ;f(?) < Af(a)lp = ,((‘Z)) = ALf (@)lp-
Returning to the formula f(X) = Z?:o b;(X — a)?, where bg = f(a) and by = f'(a),
o) _fl@) N b
(64 i)~ 7t g
When |z — al, < A|f'(a)|p, which is less than |f’(a)|, < 1, we have for ¢ > 2 that
bi i ‘ - CL’ /

so by (6.4)

f(x) : f(a) : f(a)

pila)l, =M ], = MOk = gy =

To make this occur for some A < 1 is equivalent to requiring | f(a)/f’(a)?|, < 1. Therefore
if | f(a)l, < |f’(a)|]2) and we set A = |f(a)/f'(a)?|,, the mapping ¢(x) = x — f(z)/f'(a) is a
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contraction on the closed ball around a with radius A|f/(a)|, = |f(a)/f'(a)|, and contraction
constant A\. Any closed ball in Q,, is complete, so the contraction mapping theorem implies
that the sequence {a,} defined recursively by a; = a and

—ola) = a — f(an)
(65) an+1 = SO( n) — Un f’(a)

for n > 1 converges to the unique fixed point of ¢ in B,(|f(a)/f'(a)|,). By the definition
of ¢, a fixed point of ¢ is the same thing as a zero of f(X), so there is a unique a in Q,
satisfying f(a) = 0 and |a —al, < | f(a)/ (@)

To finish this proof of Theorem 4.1 we need to show |a — al, = |f(a)/f'(a)|p, a is the
unique root of f(X) in Z, such that |a — a|, < |f'(a)lp, and |f'(a)|, = |f'(a)]p.

o — aly = |(@)/£'()ly We have |az — aly — [as — a1ly = |F(a)/1'(@) = |f(@)/ £/ (@)l

and for all n

f(a)

f'(a)
Then |a, — al, = |f(a)/f'(a)|p for all n by induction, so |& — al, = |f(a)/f'(a)|, by letting
n — oo.

« is the unique root of f(X) such that |a — al, < |f’(a)|p,: This was proved at the end

of the first proof of Theorem 4.1 without needing Newton’s method. We won’t rewrite the
proof.

|f'(@)]p = |f'(a)|p: Since a1 = a, of course [f'(a1)|p, = |f'(a)lp- I |f'(an)lp = [f'(a)|p for
some n > 1 then

|an+1 = anly = [0"(a) = " Ha)lp = [¢" "} (p(a)) = "M a)lp < A" Haz —aulp <

p

f(a)
f'(a)
where the first inequality is from (5.4) and the second inequality is from a, and a,41
both lying in the closed ball around a of radius |f(a)/f'(a)|p. Thus |f'(ant1) — f'(an)]p <

[f(@)lp = 1" (an)lps s0 [f (ant1)lp = [ (an)lp = [f'(@)lp- We've shown [f'(an)lp = [f"(a)lp
for all n, and letting n — oo gives us | f/(a)|, = | f'(a)]p. O

1 (ansr) — (@)l < lanss — anlp < \
P

It’s worthwhile to compare the recursions from Newton’s method and from the contraction
mapping theorem:

e Newton’s method: ap+1 = an — ff/((an)), with a1 = a and |f(a)|, < ]f/(a)\?).
an,
. . flan)
e Contraction mapping: an+1 = ayn —
’ f'(a)

The difference is the denominators f/(a,) and f’(a), and this has a profound effect on the
rate of convergence. In Newton’s method, (5.7) tells us

f(a)
f'(a)?
To find an estimate on |a— ay|, from the contraction mapping theorem, the recursion given

by (6.5) implies |ant1 — anlp = [¢" L(az) — " Ha1)|, < |ag —a1|pA" ! for all n > 1, where
as—ar = f(a)/f'(a) and X\ = |f(a)/f'(a)?|,. If m > n the strong triangle inequality implies

f(a)
f'(a)

, with a; = a and |f(a)|, < |f'(a)]2.

2n—1

(6.6) o = anlp < £ (@)l

p

n—1

|am — anlp < max |aj+1 - aj|p < lag — al|p)‘n_1 =
n<j<m—1 »
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Letting m — oo yields

f(a)
f'(a)

(6.7) la — aplp < ‘

P

The upper bound in (6.6) goes to 0 much faster than the upper bound in (6.7), so we
anticipate that |o — ap|, — 0 faster when {a,} is comes from Newton’s recursion compared
to the contraction mapping recursion. For instance, if | f(a)/f'(a)?|, = 1/p, then the bound
in (6.6) goes to 0 like (1/p)2""" while in (6.7) the bound goes to 0 like (1/p)™, so there is at
least a doubling of correct p-adic digits in each step of Newton’s recursion while we expect
at most one new correct p-adic digit at each step by the contraction mapping recursion.

Example 6.1. Let f(X) = X2 -7 with a =1, so |f(a)/f'(a)|3 = 1/3. The sequence {a,}
produced from the contraction mapping recursion (6.5) with a; = 1 has a limit o and with a
computer we find |a —ay|3 = (1/3)" for 1 < n < 10. The sequence {a,} based on Newton’s
recursion in Example 5.1 with a; = 1 has the same limit «, but a computer tells us that
la — anls = (1/3)2"" for 1 < n < 10, which is much smaller than (1/3)".

7. THE INEVITABILITY OF |f(a)|, < |f'(a)[?

In Theorem 4.1 we have |f'(a)|, = |f'(a)|p # 0, so Hensel’s lemma produces a simple
root a of f(X) in Z, that is close to a. The criterion |f(a)|, < |f'(a)|2 in Theorem 4.1 is
not just a sufficient condition for there to be a simple root of f(X) near a but it is also
necessary, as the next theorem makes precise.

Theorem 7.1. If f(X) € Z,[X] has a simple root o in Zy, then for all a € Z, that are
close enough to o we have |f'(a)l, = |f' ()], and |f(a)l, < |f'(a)]2. In particular, these
conditions hold when |a — af, < |f'(a)|p-

Proof. By (5.4) with FI(X) = f'(X), [f/(a) = f'(a)lp < |a —alp <[f'(a)]p. Thus |f'(a)], =
[f'(@)lp- By (5.3) with F(X) = f(X),

fla) = fla+(a—a)) = f(a) + f'(a)(a—a) + 2(a— a)* = f'(a)(a - a) + 2(a — a)?

for some z € Z,. Both terms on the right side have absolute value less than |f’(c) ]Z since

la — alp < |f'(@)|p, so |f(a)lp, <[ (@)l = |F"(a)]3- m

8. HENSEL'S LEMMA FOR POWER SERIES

Hensel’s lemma can be applied to p-adic power series, not just polynomials. By “p-adic
power series” we have in mind those with Zj-coefficients, which we will call power series
“over Z,". We will consider such series of two types: those that converge on Z, and those
that converge on pZ, but not necessarily on Z, (e.g., eX for p > 2). To prove Hensel’s
lemma for these two types of power series, we will use the following power series analogue

of (5.3) and (5.4).
Lemma 8.1. Let F(X) be a power series with coefficients in Z, that converges on Z,,.

(1) For x and y in Zy, F(x+y) = F(z) + F'(z)y + 2y* for some z € Zy,.
(2) For x andy in Zp, |F(z) — F(y)|p < |z — ylp.

If F(X) converges on pZ, but not necessarily on Z,, then (1) and (2) are true for x,y € pZ,.
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Proof. Let FI(X) =35 c; X', so ¢; € Z,. Convergence of F(X) on Z, implies ¢; — 0 as
i — oo. To prove (1), the analogue of (5.3), for  and y in Z, we have

Fz+y)=> clz+y)
i>0
=co+ Z ci(z" + iz ty + gi(z,y)y?) where g;(x,y) € Zp[r,y] C Z,
i>1
= e’ + ) dca Ty 4+ cigi(z )y
i>0 i>1 i>2
where we can break apart the series since |¢;|, — 0 as i — oo and the numbers z, y, and
gi(z,y) are all in Z,, (all the series converge) with g;(z,y) = 0. Thus

F(z+1vy) = F(z)+ F'(z)y + 2°

where z = Zi22 cigi(w,y) € Zy,. ) )
To prove (2), the analogue of (5.4), we use |z' —y'|, < |x —y|, for all z,y € Z,, and ¢ > 0:

F(z) = F(y) =) cila’ —y') = |[F(z) = F(y)lp < max|eilpla’ —y'l, < max|eilple —yly,
>1 i>1 i>1
which is at most |z — y|, since all |¢;|, are at most 1.

If F(X) converges on pZ, but not necessarily on Z,, so the coefficients ¢; are in Z, but
need not tend to 0, the proofs of (1) and (2) remain valid for z,y € pZ, after checking
some details: in the proof of (1), the series for F'(z) and F'(z) converge when x € Z,,, while
the series Y.<, ¢igi(z,y) converges since |gi(z,y)], < max(|z|,, |y|,)""2 by the binomial
theorem that gave rise to g;(x,%). The proof of (2) carries over with no changes at all
provided z,y € pZ, so that F(x) and F(y) converge. O

Here is a power series version of Theorem 4.1 for series over Z, that converge on Z,,.

Theorem 8.2. Let f(X) be a power series with coefficients in Z,, that converges on Z,,. If
an a € Z, satisfies

[f(@)lp < 1f (@)
then there is a unique o € Zy, such that f(a) =0 in Z, and |a — alp, < |f'(a)|p. Moreover,

(1) |a —al, = |f(a)/f'(@)lp < [f(a)lp,
2) [ (@)lp = 1f'(a)lp-

In this theorem, f’(a) makes sense for a € Z, since f'(X) converges on Z,: the coefficients
of f(X) tend to 0 since f(1) converges so the coefficients of f'(X) also tend to 0 and thus
f'(X) converges on Z,.

Proof. Using Lemma 8.1 in place of (5.3) and (5.4), the proof of Theorem 4.1 using Newton’s
method carries over word for word to the setting of power series with Z,-coefficients that
converge on Z,. O

Remark 8.3. Theorem 8.2 can also be proved by turning the power series f(X) into a
polynomial, thereby reducing to the polynomial case. The p-adic Weierstrass preparation
theorem says f(X) = W(X)U(X) where W(X) is a polynomial and U(X) is a unit power
series with coefficients in Z, that converges on Z,, (there’s a power series V(X) with Z,-
coefficients converging on Z, such that U(X)V(X) = 1). From f(a) = W(a)U(a) and
U(a)V(a) =1 for all a € Zy, roots of f(X) in Z, are the same as roots of W(X) in Z,.
If | f(a)]p, < ]f’(a)\f, then |f(a)|, = |W(a)|p since |U(a)|, = 1, and also |f'(a)|, = |[W'(a)lp
since from f'(a) = W/(a)U (a)+W (@)U (a) and |[W (@)U (a)l, < [W(a)], = | £(a)ly < |f'(@)]
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we must have |f'(a)], = |W’(a)U(a)|, = |[W’(a)|,. Thus |[W(a)], < [W'(a)|2, so there is a
unique a € Z, fitting the conclusion of Theorem 4.1 for W (X). It’s left to the reader to
check « also fits the uniqueness conditions in Theorem 8.2 for f(X).

The basic version of Hensel’s lemma is true for power series as a special case of the strong
version proved above: if f(X) is a power series over Z,, that converges on Z,, and an a € Z,
satisfies f(a) = Omod p and f'(a) # 0 mod p then there is a unique a € Z, such that
fla) =0 and a = a mod p.

Like Theorem 5.4, the basic and strong form of Hensel’s lemma for power series with
Z,-coefficients that converge on Z, are equivalent, with a proof similar to the polynomial
case, but care is needed since part of the proof uses convergent power series in two variables.
Details are left to the reader. Check also that Theorem 7.1 and its proof carry over to power
series over Zj, that converge on Z,, where a simple root of a power series is a root at which
the derivative is nonzero.

For power series over Z, that converge on pZ, but not necessarily on Z,, here is a version
of Hensel’s Lemma.

Theorem 8.4. Let f(X) be a power series with coefficients in Z, that converges on pZ,.
If an a € pZ, satisfies
[f(@)lp < | ()]}
then there is a unique a € pZy, such that f(o) =0 in Z, and |o—alp < |f'(a)|,. Moreover,
(1) lo ~al, = If/(a)/f’(a)lp <|f"(a)lp,
(2) [f(@)]p = [f(a)lp-

Proof. The proof of Theorem 8.2 (including its use of Lemma 8.1) carries over with the
complete space pZ, replacing the complete space Z, as the set containing the approximate
roots a, and the root « that is their limit. O

Remark 8.5. The reduction of Theorem 8.2 to the case of polynomials in Remark 8.3
applies to Theorem 8.4 too by using a p-adic Weierstrass preparation theorem for power
series with Z,-coefficients that converge on pZ, (but perhaps not on Zy).

In the proof of Hensel’s lemma for polynomials by Newton’s method, the bounds on
|f(an)|p and |ap41 — anlp carry over to Hensel’s lemma for power series, whether in the

form of Theorem 8.2 or 8.4: |f(an)|p < |f/(@)p(1f(@)lp/|f(a)?[,)*"
|f’(a)|p]f(a)/f’(a)2|]2)n71. Using the strong triangle inequality in the second bound for a,, —
an = (am — am-1) + -+ + (any1 — an) when m > n and then letting m — oo, we get the
bound from (5.7) all over again, but this time for power series:

f(a)
f'(a)?

and |an41 — anlp <

2n—1

(8.1) o = anlp < [f'(a)lp

p

Example 8.6. For ¢ € Z,, set (1 + X)¢ =3, (5)a", where (7) = W Since
¢ is a p-adic limit of positive integers (use truncations of the p-adic expansion of ¢), the
number (¢) is a p-adic limit of integers and thus () € Z,. For ¢ € Z, —{0,1,2,3,.. .},
(Z) € Z, infinitely often (for those n whose base p expansion is an initial part of the p-adic
expansion of ¢), so (1 + X)¢ has coefficients in Z, that do not tend to 0 and thus (1 + X)°

converges on pZj, but not on Z,.

Consider f(X) = (14 X)¥7 — 10, where v/7T=1+3+32+2-3%+ ... in Zs. For cach
a € 3Zs, f(a) = 0mod 3 and f'(a) = V7(1 + a)V7"! = /T # 0 mod 3, so by Theorem
8.4 there is a unique solution to f(«) = 0 in 3Z3 by using Newton’s method with initial
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value a; = a. Taking a = 0, f(a;) = —9 and f’(a1) = /7 Z 0mod 3. Using (8.1) for
F(X) =1+ X)VT =10, |o — anls < (1/9)2" " = (1/3)2". Taking n = 3,

(8.2) a=a3=3>4+2-3+2-3"+3%+2.3% mod 3°.

The number on the right is 1926. As a reality check®, let’s confirm that f(as) is 3-adically
small. Since |f(z) — f(y)l3 < |z — yl3 for 2,y € Z3, f(az) = £(1926) mod 38. Since 1926
is divisible by 9, so 1926™ = 0 mod 3% for n > 4, and the power series coefficients of f(X)
are all in Zs, f(1926) = —9 + 22:1 (\f)1926” mod 3%. With a computer, the right side is
0 mod 38.

Example 8.7. For p > 2 and ¢ € 1+pZ,, set f(X) = eX —c. The p-adic disc of convergence
for eX (and thus for eX — ¢) on Q, is pZ,. Since f(0) = 1 —c and f/(0) = 1, we have
|£(0)|, < 1/p and |f'(0)||[, = 1. Therefore Theorem 8.4 tells us there is a unique a € pZ,
such that e* = c and ||, < 1, and in fact |a|, = |f(0)|, = |¢—1|,. This a in pZ,, for which
e = ¢ is the p-adic logarithm of c.

By (8.1) with a =0, |a — anl|, < |1 — c[%nil. For instance, if we want to solve e* = —2
for a € 3Z3 and compute o mod 3°, use Newton’s method with f(x) = e® + 2. Then
o —apls < [1—(-2) 5"71 = 1/32""". The upper bound is at most 1/3% for n > 4, so take
n = 4. The Newton’s method recursion is an+1 = an — f(an)/f'(an) = an — (e +2) /e =
an —1—2/e%. By computer, the term for a4 in the table below satisfies e% = —2 mod 3.

n | an
1 0

2 -3
312:3+2-324+3°4+2-3742.304...
4123423243 +304+2.354374...

9. HENSEL’S LEMMA BEYOND Q,

The proofs of Hensel’s lemma work for polynomials with coefficients in a field K com-
plete with respect to an absolute value satisfying the strong triangle inequality: |z + y| <
max(|z|, |y|) for all z and y in K. Set 0o = {x € K : |z| < 1}.

Theorem 9.1. For o as above and a polynomial f(X) with coefficients in 0, assume some
a € o0 satisfies
[f(a)] < |f'(a) .

Then there is a unique o € o such that f(a) =0 in o and | — a| < |f'(a)|. Moreover,

(1) Ja — al = |f(a)/ f'(a)] <|f'(a)],

(2) [f ()] = [f"(a)] # 0.

Conversely, if f(X) has a simple root « € o, then for a € K such that |a — o < |f'(«)]
then we have |f'(a)] = |f'(@)] and |f(a)] < |f'(a)[*.

Theorems 5.4 and 7.1 also carry over to o[X], with the same proofs (the proofs over Z,
were written specifically to make sure the proofs carry over to o with no changes):

Theorem 9.2. The following properties o[ X| are equivalent.

(1) When f(X) € o[X] and there is an a € o such that |f(a)] <1 and |f'(a)] =1, there
is a unique a € 0 such that f(a) =0 in o and |a —a| < 1,

(2) When f(X) € o[X] and there is an a € o such that |f(a)| < |f'(a)|?, there is a
unique o € o such that f(o) =0 in o and |a —a| < |f'(a)|, and in fact |a — al, =

[f(a)/ (@)l

SA 3-adicity check, since we’re not working over the reals?
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Theorem 9.3. If f(X) € o[X] has a simple root « in o, then for all a € o that are close
enough to a we have |f'(a)| = |f'(a)| and |f(a)| < |f'(a)]?. In particular, these conditions
hold when |a — of < |f'(a)].

For power series, everything written about power series with coefficients in Z, in Section
8 carries over to power series with coefficients in o0: all such power series converge on the
maximal ideal m = {x € 0 : |z| < 1}, and those with coefficients tending to 0 converge on o.
We record below the statements of Hensel’s lemma for both types of power series, leaving
the proofs (similar to the polynomial case in most respects) to the reader.

Theorem 9.4. Let f(X) be a power series with coefficients in o that converges on o. If an
a € o satisfies
2
[f(a)] < |f'(a)l

then there is a unique o € o such that f(a) =0 in o and | — a| < |f'(a)|. Moreover,

(1) | —al = [f(a)/ f(a)] < [f'(a)l,
2) [ (@) = ' (a)]-

Theorem 9.5. Let f(X) be a power series with coefficients in 0, so it converges on m.
If an a € m satisfies
2
[f(@)] < |f'(a)]

then there is a unique o € m such that f(a) =0 in o and |a — a| < |f'(a)]. Moreover,

(1) | = al = [f(a)/ f(a)] < [f'(a)l,
2) [f(@)] = [f(a)]-

10. HENSEL’S LEMMA WITH SUBMULTIPLICATIVE ABSOLUTE VALUES

We will formulate a version of Hensel’s lemma where Z, is replaced by a ring A that is
complete with respect to an absolute value similar to |- |, where multiplicativity is replaced
by submultiplicativity.

Definition 10.1. A submultiplicative absolute value | - | on a nonzero commutative ring A
is a function |- |: A — R such that for all a and b in A,
(i) 0 < |a| <1 with |a| = 0 if and only if a = 0,
(ii) |a + b] < max(|al,|b|) (strong triangle inequality),
(iii) |ab| < a||b| (submultiplicative).

For an ordinary absolute value, |1| = 1 by multiplicativity since |1| = [1?| = |1|>. When
we have submultiplicativity, we can still get |1| = 1 when |a| < 1 for all a: |1| = [1%| < [1]?
and |1| > 0, so 1 < |1]. Since the reverse inequality |1| < 1 holds by definition, we get
|1| = 1. Therefore |—a| = |a|: |—a| < |—1]|a|] < |a|] and |a| = |—(—a)| < |=1||—a| < |—al.

On A we have a metric p(a, b) = |a—b|; (that p(a,b) = p(b, a) follows from |a—b| = [b—a]
because |z| = |—x|). Many basic properties of |- |, on Z, remain true for a submultiplicative
absolute value, with the same or very similar proofs. For example, addition and multiplica-
tion on A are continuous and a sequence {ay} in A is Cauchy if and only if |ay+1 —an| — 0.

Before describing a form of Hensel’s lemma for polynomials and power series with coef-
ficients in a ring complete for a submultiplicative absolute value, let’s describe a source of
examples of submultiplicative absolute values using powers of an ideal.

Let A be a nonzero commutative ring containing an ideal I such that (,~,I" = {0},
where I™ is the nth power of I as an ideal®. For a # 0 in A, set |a|; = (1/2)" if a € I" for
n as large as possible (there is a maximal n such that a € I™ because (,~,I" = {0}), and

67" is the ideal generated by n-fold products a1 - - - an, for a; € I. It’s more than all a™ for a € I.
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set [0]; = 0. Then 0 < |a|; < 1 and |a|; = 0 only when a = 0.” We have |a|;p = (1/2)" =
a€I”and a € I = |a|; < (1/2)" (the exponent n in the second implication might not
be maximal for the choice of a). That |a + b|; < max(|a|r, |b|r) is left to the reader. The
function pr(a,b) = |a — b|s is called the I-adic metric on A. To prove submultiplicativity of
|-|; on A, if a and b are nonzero in A with |a|; = (1/2)" and |b|; = (1/2)™ then ab € I"t™,
so |abl;y < (1/2)"™ = |a|;]b|;. Obviously |ab|; < |a|;|b]; if a or b is 0.

We have A=1°D>1>1?>> 12> --- and elements of I" are considered I-adically small
if n is large. A sequence {a;} in A is I-adically Cauchy if for each n > 1 there is j > 1
such that a;; —aj» € I" for all j/, 7 > j. This is equivalent to aj11 —a; € I" for all large j
(depending on n) and is the same as {a;} being a Cauchy sequence for the metric p;. We
say A is I-adically complete if each I-adic Cauchy sequence in A converges in A.

An example of such a ring A and ideal I is R[T] and I = (T') = TR[T] where R is
a commutative ring. Then I™ = (T™), which is the set of polynomials with no terms in
degree less than n, so (),~; " = {0}. The I-adic absolute value on R[T] is called the
T-adic absolute value and is denoted | - |7. We have |f(T)|r = (1/2)" if and only if the
lowest-degree nonzero term in f(7') has degree n. The ring R[T] is not T-adically complete
since, for instance, the partial sums s, = 1 4+ 7 + T2 + --- + T™ form a T-adic Cauchy
sequence that has no limit in R[T]: (1 —T)s, =1 — T"" which tends to 1, so if {s,} has
a limit s in R[T] then (1 —T)s =1, but 1 — T has no multiplicative inverse in R[T].

Another example is the ring R[[T]] of formal power series > -, c,T™ with ¢, € R and
the ideal I = (T') = TR[[T]] consisting of multiples of 7" in R[[T]] (the power series with
constant term 0). The T-adic absolute value |- |7 on R[[T]] is defined in the same way as
on R[T], and R[T] is dense in R[[T]]: the sum of all terms in a power series with degree
less than n is in R[T] and differs from the power series by a series in I™, and we can take n
arbitrarily large. The ring R[[T]] is T-adically complete: a T-adic Cauchy sequence has the
coefficients in each degree eventually constant, leading to a candidate limit series in R[[T]]
that really is the limit of the sequence. So R[[T]] is the T-adic completion of R[T]. For
example, the sequence s, = 1+ T + T2 +---+T" in R[[T]] converges to >, -, 7", which
is a multiplicative inverse of 1 — T a

More generally, consider the ring R[Th,...,Ty] and I = (T1,...,T}y), so I" is the polyno-
mials in R[T7,...,T4] having no nonzero terms in degree below n. Then |f(T4,...,Tq)|r =
(1/2)™ means the lowest-degree nonzero monomial in f(T1,...,Ty) has degree n. This ring
is not [-adically complete, but the ring R[[T},...,Ty|] of formal power series in d indeter-
minates is complete with respect to its ideal I = (71,...,Ty) of formal power series with
constant term 0 and R[T1,...,Ty] is dense in R[[T1,...,Ty]].

Remark 10.2. On Z[T| we can consider the I-adic absolute value when I is (p), (T"), and
(p, T). What’s the difference?

(1) Being p-adically small means all the coefficients are highly divisible by p.
(2) Being T-adically small means the polynomial has no low-degree terms.
(3) Being (p, T')-adically small means low-degree coefficients are highly divisible by p.

The p-adic completion of Z[T] is the set of power series ) .,c,T" where ¢, € Z, and
¢n — 0, the T-adic completion of Z[T] is Z[[T]], and the (p, T)-adic completion of Z[T] is
Z,[[T]]. The ring Z,[[T]] is both T-adically and (p, T')-adically complete, but these notions
of convergence are different. A sequence in Z,[[T]] that converges T-adically also converges
(p, T)-adically since (T')" C (p,T)" as ideals in Z,[[T"]], but the converse is false: a sequence
in Z, that converges p-adically does not converge T-adically when viewed as constants in

Z,[[T]]. And Z[T] is (p, T)-adically dense in Z,[[T]] but is not T-adically dense in Z,[[T]:

"The role of 1 /2 in the definition of |a|; when a # 0 could be replaced by an arbitrary number strictly
between 0 and 1. The main point is that |a|; is very small when a € I"™ for large n.
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for c € Z, — Z, no f(T) € Z[T] satisfies |c — f(T)|r < 1 since such an inequality forces
f(0)=cbut f(0) € Z and c ¢ Z.

Lemma 10.3. Let A be a nonzero commutative ring that is complete with respect to a
submultiplicative absolute value | - |.

(1) |ua| = |a| for allu € A* and a € A.

(2) If y € A satisfies ly| < 1 then 14y € A*.

(3) The units of A are closed in A*: if {u,} is a sequence in A* with a limit in A, then
the limit is in A*.

Proof. (1) For u € A* and a € A, |ua| < |ul|a| < |a|. For the reverse inequality, let uv =1
in A, so |a| = |ua(v)| < |uallv| < |ual.

(2) We use a geometric series: the partial sums s, =1 -y +3% —y3 +-- -+ (—y)" are a
Cauchy sequence in A by the strong triangle inequality since |(—y)"| < |y|* — 0 as n — oc.
Let s = limy 00 8, in A, s0 (1 +y)s = limy00(1 + y) sy, = limy, 300 1 — (—y)™ = 1. Thus
1+yeA*.

(3) Let up, — L in A. Set v, = 1/uy, S0 vpt1 — Uy = VRVp41(Up — Upt1). Thus
[Un+1 — vpn| < |up — Uny1| = 0 as n — oo. Therefore {v,} is Cauchy in A. Let M be its
limit, so unv, — LM by continuity of multiplication. Also u,v, = 1 for all n, so LM = 1.
Thus L € A*. 0

Example 10.4. A power series f(T) € R[[T]] is a unit if and only if its constant term
f(0) is a unit in R. Indeed, if f(7)g(T") = 1 then the constant terms have product 1,
so f(0) € R*. Conversely, if f(0) € R* then we can prove f(T) € R[[T]]* by writing
f(T) = f(0)+TF(T) = f(0)(1+ (1/f(0))TF(T). The first factor f(0) is a unit in R[[T]]
since it is a unit in R and the second factor 1+ (1/f(0))TF(T) is a unit in R[[T]] by Lemma
10.3(2).

In contrast to Zj,, where the condition a € Z,; means the same thing as |a|, = 1, there is
a difference in R[[T]] between |f(T)|r =1 and f(T") € R[[T]]* unless R is a field: a power
series f(T) € R[[T]] has |f(T)|r = 1 when its constant term is in R — {0}, while f(T) is
a unit in R[[T]] only when its constant term is in R*, and that is more restrictive than
|f(T)|r =1 unless R* = R — {0} (i.e., unless R is a field). For instance, in Z[[T]] we have
|2+ T|r =1 and 2+ T is not a unit in Z[[T]]. More generally, if A is a ring and I is an
ideal of A such that (), I" = {0}, if a € A* then |a|; = (1/2)° = 1 because no unit is
contained in I (otherwise the powers of I could not have intersection {0}), but the converse
might not be true.

Now we can present a basic form of Hensel’s lemma in A[X].

Theorem 10.5. Let f(X) € A[X], where A is a nonzero commutative ring complete with
respect to a submultiplicative absolute value | - |.
If an a € A satisfies |f(a)] < 1 and f'(a) € A* then then there is a unique o € A such
that f(a) =0 in A and |a — a| < 1. Moreover,
(1) |a=a| = |f(a)] <1,
(2) f(a) € A7,

Note the condition on f’(a) is f'(a) € A*, not |f'(a)| = 1; being a unit in A is potentially
more precise than having absolute value 1.

Proof. The proof is like that of Theorem 4.1: set a; = a and ap+1 = an, — f'(a,)/f'(arn) and
check by induction that f'(a,) € AX and |f(an)| < |f(a)[?"" for all n > 1. You need to be
careful not to use multiplicativity on |- | on all products, but it can be used if one factor in
a product is a unit in A, by Lemma 10.3(1).
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The sequence {a,} is Cauchy in A since |ap4+1 — an| — 0, and letting o = limy, o0 @y, we
have f(a) = 0 since |f(a,)| — 0 and polynomials in A[X] are continuous on A. We have
(@) € A* by Lemma 10.3(3) since f'(a,) € A* for all n and f'(X) is a polynomial.

The proof that | — a| = |f(a)| is very similar to the case A = Z,. To prove « is the
unique root of f(X) such that | — a| < 1, we need to be a little more careful than in the
case A = Z, since | - | is submultiplicative rather than multiplicative. If § € A satisfies
f(B)=0and |f—a|] <1then |8 —a| <1,sof=a-+h where |h| < 1. Then

0=f(B) = fla+h) = f(a)+ f'(a)h + zh* = f'(a)h + zh*

for some z € A. Then f'(a)h = —zh?. Taking absolute values of both sides and using
Lemma 10.3(1), || = |—2zh?| < |h|?. Since |h| < 1, having |h| < |h|? forces |h| = 0,50 h =0
and thus § = a. O

Example 10.6. Let A = Q[[T]] and f(X) = X" — (1 + T) € Q|[[T]][X] = A[X] where
n > 1. Since |f(1)|r = |-T|r < 1 and f'(1) = n € A, there is a unique g(T") € Q|[T]] such
that g(T)" =1+ 7T and |g(T) — 1|r < 1, meaning g(7T") € 1+ T'Q|[T]]. This ¢g(T") begins as
1+ (1/n)T +--- and is the power series (1 + 7)™ in Q[[T]] with constant term 1. Its full
formula is Y, <, (%")Tk.

Note that if we use A = Z[[T]] and f(X) = X" — (14 T) € A[X] (same as before), then
lf(1)]r < 1and /(1) =n, soif n > 2 then f'(1) € A* (a unit in Z[[T]] has constant term
+1 by Example 10.4) and there is no solution to g(7')" = 1+7 in 1+TZ[[T]]: such a solution
would also be a solution in 1 + 7T'Q[[T"]] and we saw the unique solution in 1+ 7'QJ[T]] has
linear coefficient 1/n, which is not an integer. This illustrates why in Theorem 10.5 we
can’t always replace “f’(a) € A*” with “|f'(a)| = 1".

We don’t really need to replace Z[[T]] with Q[[T]] to find a power series solution to
X™ =14 T: we just need n to be a unit in A, so we could use A = Z[1/n][[T]]. For
example, /1 + T € Z[1/2][[T]]. Indeed,

1 ) 7 21

/ 1 2 1 3 4 5 6

and all coefficients have 2-power denominator. Similarly, v/1 + T € Z[1/6]([T]):

6 1 15, 5 55,5 8415 _, 38709 5 1122561
Here is an analogue of Theorem 10.5 for roots of power series in A[[X]]. Every such series
converges on {z € A : |z| < 1}, and this is where we’ll describe a criterion for the existence

of a root.

76 +

Theorem 10.7. Let f(X) € A[[X]], where A is a nonzero ring complete with respect to a
submultiplicative absolute value | - |.

If some a € A such that |a| < 1 satisfies |f(a)| < 1 and f'(a) € A* then then there is a
unique o € A such that f(a) =0 in A and | — a| < 1. Moreover,

(1) for = af = [f(a)] <1,
(2) f'(a) € A%,

Proof. The proof proceeds in the same way as that of Theorem 10.5, relying on an extension
of Lemma 8.1 to power series with coefficients in A rather than Z,,. O

Example 10.8. Let A = Q[[T]] and

f(X):eX—(1+T):—T+X+%X2+~- c A[[X]).
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Since |f(0)|r = |=T|r < 1 and f/(0) = 1, there is a unique ¢(T") € TQI[T]] such that
f(g(T)) = 0, meaning g(T) € TQ|[T]] and e9") =14+ T. To find the coefficients of g(T'),
differentiate both sides of the equation e9(T) =1 +T: 9 ¢/(T) =1, so
1 1
/ _ _ _ _1\ngm
90 = gm = 137 = 00T
n>0
Therefore g(T') = >_,5o((=1)"/(n + )T = ZnZI((—l)”_l/n)T”, which is the formal
power series for log(1+7) in TQ[[T]]. The constant term of g(7') is 0 since g(T') € TQ|[[T]].

Example 10.9. Let A = QI[T]] and

f(X):XeX—T:—T+X+X2+%X3+~-GA[[X]].

Since |f(0)|r = |=T|r < 1 and f’(0) = 1, there is a unique W(T') € TQ|[T]] such that
fW(T)) = 0, meaning W(T)eW(T) = T. The series for W (T) is
3 . 8, 125 _ 54 (—n)n1
T—-T?4+=73 -t =S o6 =y 2 2
+ 2 3 * 24 ) * Z n!

n>0
Classically, W(T') as a function on C (initially near 0) is called Lambert’s W-function.

Example 10.10. (Formal compositional inverse) Let f(T) = ;T + --- € TR][T]] for a
commutative ring R. We’ll show there is a g(T") € TRJ[[T]] such that f(g(T")) = T if and
only if ¢; € R, in which case ¢(T") is unique and we also have g(f(T")) =T.

Suppose g(T) = 1T + --- € TRJ[[T]] satisfies f(g(T")) = T. By a formal calculation,
f(g(T)) = c1b1T + higher order terms. That is, since g(T) = b1T mod T? we have g(T)" =
0 mod T? when n > 2, so f(g(T)) = c19(T) = e1b1T mod T?. If f(g(T)) = T then T =
c1biT mod T2, so ¢1by = 1 in R. Thus ¢; € R*.

Conversely, suppose ¢; € R*. We will use Theorem 10.7 with A = R[[T]] and the power
series F(X) = f(X) —T € A[[X]]. Since |F(0)]r = |-T|r <1 and F'(0) = ¢; € R* C
R[[T]]*, by Theorem 10.7 there is a unique ¢g(7") € TR[[T]] such that F(g(T)) = 0, which
means f(g(T)) =T.

Since ¢(T') is in T'R][[T]], just like f(7T'), we can run through the same reasoning with
g(T) in place of f(T') by using G(X) = ¢g(X) — T in place of F(X) = f(X) — T to see
there is a unique h(7T) € TR][T]] such that G(h(T)) = 0, meaning g(h(T)) = T. Then
f(T) = f(g(h(T))) = h(T) since f(g(T)) = T. That proves g(f(T)) = T. For instance, in
Example 10.8, rewriting €°¢(*+7) =1 4 T as F(log(1 + T)) = T where F(T) = e’ — 1, we
get log(1+ F(T)) = T, or equivalently log(e®) = T.

The classical implicit function theorem says that if f(z,y) is a C'-function on an open
set U in R? and at a point (zg,y0) in U we have f(xo,y0) = 0 and f,(x0, o) # 0, then for
all z close enough to z( there is a unique g(x) near yq such that f(z,g(z)) = 0, and g is C*
near zo. Here is an analogue of this result for formal power series “near (0,0)”.

Example 10.11. (Formal implicit function theorem) Let f(X,Y) = c10X + co1Y + - --
in R[[X,Y]], so f(0,0) = 0 and fy(0,0) = co1. If fy(0,0) € R*, then there is a unique
power series g(X) € X R[[X]] such that f(X,g(X)) = 0. To prove this, view R[[X,Y]] as
R[[X])[[Y]] = A[[Y]] where A = R[[X]], which is X-adically complete. Viewing f(X,Y) in
R[[X]][[Y]] means thinking of f(X,Y’) as a power series in Y whose coefficients are power
series in X. We have |f(X,0)|x = |ci0X + - |x < 1 and fy(X,0) is in R[[X]]* since its
constant term fy (0,0) is a unit in R (Example 10.4), so there is a unique g(X) € X R[[X]]
such that f(X, g(X)) = 0 by Theorem 10.7 for power series in Y with A = R[[X]].
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In particular, if K is a field and f(X,Y) € K[[X, Y]] satisfies f(0,0) = 0 and fy(0,0) # 0
then there is a unique g(X) € X K[[X]] such that f(X,g(X)) = 0. An example of this is
f(X)Y) =cosX —1+sinY = X2/2+Y + -+ in Q[[X]][[Y]]. The constant term is 0
and the coefficient of Y is nonzero in Q, so there is a unique g(X) € XQ[[X]] such that
sin(g(X)) = 1 —cos X. The series g(X) begins as —(1/2)X? + (1/24) X% — (1/45) X6 + - ...

For a version of Hensel’s lemma where Z,, is replaced by a complete local ring (possibly
not an integral domain), see [3, Theorem 7.3]. For a version of Hensel’s lemma dealing with
zeros of several polynomials in several variables, see [1].

APPENDIX A. GAUSS’ WORK ON p-ADIC ROOTS

While Hensel introduced p-adic numbers in the early 1900s, unpublished work by Gauss
shows he was working with them over 50 years earlier. The page below® has the heading
(in Latin) “Infinite Congruences” and begins with the equation

2° — 20z* — 862° — 9822 + 80z + 3 = 0 mod 241,

where the modulus 241°° suggests the use of Zgg;. (The number 241 is prime.) There are
5 roots in Zog41, which start off as

24191-241+---, 3+238-241+---, 44+192-2414+---, 54+65-241+---6+37-2414---

and below the equation are the first digits of the roots (“habet radices” = “has roots”) and
the coefficient of 241 in the first root.

8This is from https://math.stackexchange.com/questions/844756/history-of-p-adic-numbers.
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At the bottom left of the page, Gauss wrote v/5 mod 11° = 9 0 4 10 4 4. The congruence
22 = 5 mod 11 has two roots, 4 and 7, which lead to two square root of 5 in Z;;, with the
first one being

44+4-11410-1124+4-11340-11* +9- 115 4 - -
and these have the digits Gauss had found, but he wrote the expansion right to left rather
than left to right.
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