
LINEAR INDEPENDENCE OF CHARACTERS
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1. Introduction

For an abelian group G, finite or infinite, a character of G is a group homomorphism
χ : G→ F× where F is a field. Historically, the first examples of characters occurred with
F = C (and the concept was introduced in this generality by Dedekind), but allowing the
multiplicative groups of other fields as target values is useful.

Example 1.1. A field homomorphism K → F is a character by restricting it to the non-
zero elements of K (that is, using G = K×) and ignoring the additive aspect of a field
homomorphism. In particular, when L/K is a field extension every element of Aut(L/K)
is a field homomorphism L→ L and therefore is a character of L× with values in L×.

Example 1.2. For all α ∈ F×, the map Z→ F× by k 7→ αk is a character of Z.

Characters G→ F× can be regarded as special functions G→ F and then can be added,
but the sum is no longer a character (since the sum of multiplicative maps is usually not
multiplicative, and could even take the value 0). The sum is just a function G → F . The
functions G → F form a vector space under addition and F -scaling. We will prove that
different characters G → F× are linearly independent as functions G → F . Then we turn
to three very important applications of this linear independence:

• The normal basis theorem.
• Hilbert’s Theorem 90 for cyclic Galois extensions.
• Some basic ideas in Kummer theory and Artin-Schreier theory.

We will use Galois theory to prove results about characters, but linear independence of
characters can also be used to prove the Galois correspondence, as done in [3, Sect. 14.2]
and [9, Sect. 4.2] . This approach to Galois theory is due to Artin [1], who “took offense”
[7, p. 145] at the role of the primitive element theorem in earlier treatments.

2. Linear independence

Theorem 2.1. Let χ1, . . . , χn be distinct characters G → F×. They are linearly inde-
pendent: if c1, . . . , cn ∈ F and c1χ1(g) + · · · + cnχn(g) = 0 for all g ∈ G then each ci is
0.

Example 2.2. For distinct α1, . . . , αn ∈ F×, the only F -linear relation c1α
k
1+· · ·+cnαkn = 0

for all k ∈ Z is the one where every ci is 0. This is a case of Theorem 2.1 using the characters
χi : Z→ F× such that χi(k) = αki .

Proof. We argue by induction on n. The case n = 1 is trivial. Suppose n > 2 and we
know every set of n− 1 distinct characters of G is linearly independent. Assume now that
χ1, . . . , χn are distinct characters of G and we have an identity

(2.1) c1χ1(g) + · · ·+ cn−1χn−1(g) + cnχn(g) = 0
1
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for some coefficients ci in F and every g ∈ G. We want to show all ci are 0.
Since χ1 6= χn, for some g0 ∈ G we have χ1(g0) 6= χn(g0). Since (2.1) is true for all g, it

is also true with g0g in place of g:

(2.2) c1χ1(g0)χ1(g) + · · ·+ cn−1χn−1(g0)χn−1(g) + cnχn(g0)χn(g) = 0

for all g ∈ G. Now multiply (2.1) by χn(g0):

(2.3) c1χn(g0)χ1(g) + · · ·+ cn−1χn(g0)χn−1(g) + cnχn(g0)χn(g) = 0

for all g ∈ G. Subtracting (2.3) from (2.2), the last terms cancel:

c1(χ1(g0)− χn(g0))χ1(g) + · · ·+ cn−1(χn−1(g0)− χn(g0))χn−1(g) = 0

for all g ∈ G. This is a linear dependence relation among the functions χ1, . . . , χn−1, so by
induction all the coefficients ci(χi(g0)−χn(g0)) are 0. In particular, c1(χ1(g0)−χn(g0)) = 0.
Since χ1(g0) 6= χn(g0) we must have c1 = 0. By arguing in a similar way using χ2, . . . , χn−1
in place of χ1, we obtain ci = 0 for i = 1, . . . , n − 1. Therefore (2.1) becomes cnχn(g) = 0
for all g, so cn = 0 since χn has nonzero values. �

In the proof we did not actually use inversion in the group, so it applies to homomorphisms
from semi-groups like N to F×.

Example 2.3. For distinct α1, . . . , αn ∈ F× then the only F -linear relation c1α
k
1 + · · · +

cnα
k
n = 0 for all k ∈ N is the one where every ci is 0.

3. The normal basis theorem

Let L/K be a Galois extension of degree n and Gal(L/K) = {σ1, . . . , σn}. A normal
basis for L/K is a basis consisting of a set of K-conjugate elements {σ1(γ), . . . , σn(γ)}.
Example 3.1. The usual basis {1, i} of C/R is not a normal basis since the terms are not
R-conjugate, while {i,−i} is a set of R-conjugate elements that is not a normal basis since
the terms are not linearly independent over R. The set {1 + i, 1− i} is a normal basis: its
elements are R-conjugate and they are linearly independent over R.

Example 3.2. For a prime p, the basis B = {1, ζp, . . . , ζp−2p } of Q(ζp)/Q is not a normal

basis (1 is not Q-conjugate to the rest of the basis), but {ζp, ζ2p , . . . , ζ
p−1
p } is a normal basis:

its elements are Q-conjugates and it is a basis since it is the ζp-multiples of the basis B.1

Example 3.3. For the extension Q(
√

2 +
√

3)/Q, the four Q-conjugates of
√

2 +
√

3 are
not a normal basis since they add up to 0: they are linearly dependent over Q. If α =
1 +
√

2 +
√

3 +
√

6 then its Q-conjugates are

1 +
√

2 +
√

3 +
√

6, 1−
√

2 +
√

3−
√

6, 1 +
√

2−
√

3−
√

6, 1−
√

2−
√

3 +
√

6,

which is linearly independent over Q since the matrix of coefficients
1 1 1 1
1 −1 1 −1
1 1 −1 −1
1 −1 −1 1


has determinant 16 6= 0. So the Q-conjugates of α form a normal basis.

1In general, the primitive nth roots of unity in the nth cyclotomic field form a normal ba-
sis over Q if and only if n is squarefree. See http://math.stackexchange.com/questions/87290/

basis-of-primitive-nth-roots-in-a-cyclotomic-extension for a proof.

 http://math.stackexchange.com/questions/87290/basis-of-primitive-nth-roots-in-a-cyclotomic-extension
 http://math.stackexchange.com/questions/87290/basis-of-primitive-nth-roots-in-a-cyclotomic-extension
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The normal basis theorem says that every finite Galois extension admits a normal basis.
We will give a proof of this theorem when K is infinite following a method of Waterhouse
[10]. Then we will give a proof of the normal basis theorem when L/K is a cyclic extension,
which covers the case that K is finite. The proof of each case will use linear independence of
characters. (It would be nice to have a proof of the normal basis theorem that treats finite
and infinite fields in a uniform manner without making the details overly complicated.)

Lemma 3.4. Let L/K be Galois, Gal(L/K) = {σ1, . . . , σn} and e1, . . . , en be a K-basis of
L. Then the n-tuples

(σ1(ei), σ2(ei), . . . , σn(ei))

for 1 6 i 6 n are an L-basis of Ln.

Example 3.5. An R-basis of C is {1, i} and {(1, 1), (i,−i)} is a C-basis of C2.

Proof. Let W be the L-span of these n-tuples in Ln. We want to show W = Ln. If W is
a proper subspace of Ln then there is a nonzero element of the L-dual space (Ln)∨ that
vanishes on W . We will show, however, that each ϕ ∈ (Ln)∨ that is zero on W must be
zero on all of Ln, so W = Ln.

Each ϕ ∈ (Ln)∨ can be viewed as the dot product with some n-tuple, say ϕ(v) =
(c1, . . . , cn) · v for all v ∈ Ln. If ϕ vanishes on W then

(c1, . . . , cn) · (σ1(ei), . . . , σn(ei)) = 0

for all i. Thus
∑n

j=1 cjσj(ei) = 0 for all i, so by taking K-linear combinations we get∑n
j=1 cjσj(x) = 0 for all x ∈ L. By linear independence of characters (G = L×, F = L)

each cj is 0, so ϕ is 0. �

Theorem 3.6. Every finite Galois extension of an infinite field has a normal basis.

Proof. Let L/K be the extension. Write n = [L : K] and Gal(L/K) = {σ1, . . . , σn}. We are
seeking an x ∈ L such that σ1(x), . . . , σn(x) are linearly independent over K. Let’s explore
what a K-linear dependence relation on this list would look like for a fixed x in L:

n∑
j=1

ajσj(x) = 0

for some a1, . . . , an ∈ K. Applying σ−1i (arbitrary i) to both sides gives new linear relations

n∑
j=1

aj(σ
−1
i σj)(x) = 0.

Collecting these together for i = 1, . . . , n tells us that

(3.1)

 σ−11 σ1(x) · · · σ−11 σn(x)
...

. . .
...

σ−1n σ1(x) · · · σ−1n σn(x)


 a1

...
an

 =

 0
...
0

 .

The vector on the left side is in Kn. We want an x ∈ L such that the only solution to
(3.1) is a1 = 0, . . . , an = 0, which can be achieved by finding an x ∈ L such that the matrix
((σ−1i σj)(x)) is invertible, i.e., det((σ−1i σj)(x)) 6= 0.
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Pick a K-basis e1, . . . , en of L and write an arbitrary x ∈ L in the form
∑n

k=1 bkek with
bk ∈ K. Then

(σ−1i σj)(x) =
n∑
k=1

bk((σ
−1
i σj)(ek)).

Consider the polynomial

∆(X1, . . . , Xn) = det

(
n∑
k=1

((σ−1i σj)(ek))Xk

)
∈ L[X1, . . . , Xn].

Let σ1 be the identity automorphism of L. By Lemma 3.4 (here is where linear independence
of characters is used), there are c1, . . . , cn ∈ L such that

n∑
k=1

ck(σ1(ek), . . . , σn(ek)) = (1, 0, . . . , 0).

Reading this off componentwise,

n∑
k=1

ckek = 1,

n∑
k=1

ckσ(ek) = 0 for σ 6= idL .

Thus
n∑
k=1

ck(σ
−1
i σj)(ek) =

{
1, if σi = σj ,

0, otherwise.

Therefore the matrix (
∑n

k=1 ck(σ
−1
i σj)(ek)) is In, so ∆(c1, . . . , cn) = 1. This shows the

polynomial ∆(X1, . . . , Xn) is not the zero polynomial, although the ci’s we are using here
come from L, not K.

Since K is infinite, there must be b1, . . . , bn ∈ K (not just in L, like c1, . . . , cn) such that
∆(b1, . . . , bn) 6= 0. Then

0 6= ∆(b1, . . . , bn)

= det

(
n∑
k=1

(σ−1i σj)(ek)bk

)

= det

(
σ−1i σj

(
n∑
k=1

bkek

))
= det(σ−1i σj(x)),

where x =
∑n

k=1 bkek. Thus {σ1(x), . . . , σn(x)} is a normal basis for L/K. �

This theorem proves the normal basis theorem for a Galois extension L/K where K is
infinite. What if K is a finite field? In the case L/K is a cyclic extension (that is, Gal(L/K)
is a cyclic group), and the next theorem addresses that case.

Theorem 3.7. Every finite cyclic extension L/K has a normal basis.

Proof. Let Gal(L/K) = 〈σ〉 = {1, σ, . . . , σn−1}. The generator σ is a K-linear map from L
to L. We will treat L as a module over K[X] by letting X act on L as σ, so f(X)α = f(σ)α
for all f(X) ∈ K[X]. The polynomial Xn − 1 annihilates all of L since (σn − idL)(α) =
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σn(α) − α = α − α = 0. No lower-degree polynomial in K[X] has this property, since if
c0 + c1X + · · ·+ cn−1X

n−1 ∈ K[X] kills all of L then

c0α+ c1σ(α) + · · ·+ cn−1σ
n−1(α) = 0

for all α ∈ L, and by linear independence of characters every ci is 0. The annihilator ideal

AnnK[X](L) = {f(X) ∈ K[X] : f(σ) ≡ 0 on L}

is principal, so it must be (Xn − 1). From the general theory of finitely generated modules
over a PID, the annihilator ideal of the K[X]-module L equals the annihilator ideal of some
particular element: there is some α0 ∈ L such that AnnK[X](α0) = (Xn − 1).2 That means
f(σ)α0 = 0 if and only if (Xn − 1)|f(X). Therefore the K-linear function K[X] → L by
f(X) 7→ f(σ)α0 has kernel (Xn−1), so it induces a K-linear embedding K[X]/(Xn−1) ↪→
L. Since K[X]/(Xn− 1) and L both have K-dimension n, our embedding is surjective too.
Thus the image of a K-basis of K[X]/(Xn−1) is a K-basis of L. The K-basis 1, X, . . . ,Xn−1

of K[X]/(Xn − 1) is sent to α0, σ(α0), . . . , σ
n−1(α0), so this is a normal basis of L/K. �

Using a normal basis and the trace function, let’s see how to write down a primitive
element for every intermediate extension in a finite Galois extension.

Theorem 3.8. Let L/K be Galois with Galois group G and let {σ(α) : σ ∈ G} be a normal
basis.

For a subgroup H ⊂ G, LH = K(αH) where αH =
∑

τ∈H τ(α) = TrL/LH (α).

If N CG then a normal basis for K(αN )/K is {τ(αN ) : τ ∈ G/N}.

Proof. Since αH ∈ LH , K(αH) ⊂ LH . So to show K(αH) = LH it is enough to show
[K(αH) : K] = [LH : K]. The degree [K(αH) : K] equals the size of the Galois orbit
{σ(αH) : σ ∈ G}. Using the orbit-stabilizer formula, the size of this orbit is the index of
the stabilizer of αH in G. So we ask: for which σ ∈ G is σ(αH) = αH? This holds if σ ∈ H,
and conversely if σ(αH) = αH then

0 = σ(αH)− αH
=

∑
τ∈H

(στ)(α)−
∑
τ∈H

τ(α),

so by the meaning of a normal basis we must have στ = τ ′ for some τ and τ ′ in H. Therefore
σ = τ ′τ−1 ∈ H, so the stabilizer of αH is H, which means |{σ(αH) : σ ∈ G}| = [G : H] =
[LH : K].

Now suppose N C G. We want to show {τ(αN ) : τ ∈ G/N} is a normal basis for
K(αN )/K. For τ ∈ G, τ(αN ) = τ(αN ). Let τ1, . . . , τm be coset representatives in G for
G/N , so

{τ(αN ) : τ ∈ G/N} = {τ1(αN ), . . . , τm(αN )}.
We want to show this set is linearly independent over K. A linear dependence relation can
be written as

0 =

m∑
i=1

ciτi(αN ) =

m∑
i=1

ciτi

(∑
σ∈N

σ(α)

)
=

m∑
i=1

∑
σ∈N

ciτi(σ(α)) =

m∑
i=1

∑
σ∈N

ci(τiσ)(α).

2This is a generalization of the fact that the lcm of the orders of the elements in a finite abelian group is
the order of some element, which in turn is an application of the fact that in a finite abelian group, if g has
order m and h has order n then some element of 〈g, h〉 has order lcm(m,n).
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Since the τi’s are coset representatives for N in G, the set of all products τiσ is all of G, so
the last double sum is a single sum over all elements of G. Therefore the coefficients are all
0 from our normal basis for L/K. �

Example 3.9. We’ll use a normal basis of Q(ζ13) over Q to find primitive elements for
all the intermediate fields. Take the normal basis {ζ, ζ2, . . . , ζ12}, where ζ = ζ13 (Example
3.2) Since Gal(Q(ζ)/Q) ∼= (Z/(13))× is cyclic with generator 2 mod 13, below we have on
the left the lattice of subgroups written upside down and on the right the corresponding
subfields of Q(ζ) using Theorem 3.8, where α = ζ+ζ−1, β = ζ+ζ8+ζ−1+ζ5, γ = ζ+ζ3+ζ9,
and δ = ζ + ζ4 + ζ3 + ζ12 + ζ9 + ζ10.

〈1〉
32

Q(ζ)

32

〈−1〉

2

〈3〉
2

Q(α)

2

Q(γ)

2

〈8〉

3

〈4〉

2

Q(β)

3

Q(δ)

2

〈2〉 Q

To find the different Q-conjugates of β, act on β from Gal(Q(ζ)/Q) using representatives
of the different cosets of 〈8〉 in (Z/(13))×, such as 1, 2, and 4:

σ1(β) = β = ζ + ζ8 + ζ−1 + ζ5, σ2(β) = ζ2 + ζ3 + ζ−2 + ζ10, σ4(β) = ζ4 + ζ6 + ζ9 + ζ7.

Numerically,

(X − β)(X − σ2(β))(X − σ4(β)) = X3 +X2 − 4X + 1

and this must be irreducible over Q. You can directly check that replacing X with X + 4
makes this Eisenstein at 13.

Remark 3.10. The normal basis theorem doesn’t make sense for an infinite Galois ex-
tension: in an infinite Galois extension, each particular element has only finitely many
conjugates over the base field, so no element can have its conjugates be a basis for the field
extension when the degree of the extension is infinite.

However, there is another way to think about the normal basis theorem that does gen-
eralize to infinite-degree extensions. For a finite Galois extension L/K with Galois group
G, the group G acts as K-linear maps L→ L. The set Map(G,K) of functions f : G→ K
is also a K-vector space on which G acts (by (σf)(τ) := f(σ−1τ)) as K-linear maps. Us-
ing a normal basis {σ(α) : σ ∈ G} for L/K sets up a bijection Map(G,K) → L (namely
f 7→

∑
σ∈G f(σ)σ(α)) that is an isomorphism of K-vector spaces that respects the G-actions

on both sides. Conversely, such an isomorphism respecting the G-actions leads to a normal
basis of L/K. (Take for α the element of L that is identified with the function G → K
that is 1 at the identity and 0 elsewhere.) So the normal basis theorem for L/K is equiva-
lent to L being isomorphic to Map(G,K) as K-vector spaces by an isomorphism respecting
the G-action. This viewpoint generalizes to possibly infinite Galois extensions L/K with
Map(G,K) being replaced by the space C(G,K) of continuous functions G→ K where G
has the Krull topology and K has the discrete topology [8].
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4. Hilbert’s Theorem 90

In a finite extension L/K, K-conjugate elements have the same minimal polynomial, and
thus the same characteristic polynomial (a power of the minimal polynomial), and thus
the same norm and trace. In particular, when L/K is Galois we have NL/K(σ(γ)) = N(γ)
and TrL/K(σ(γ)) = TrL/K(γ) for all γ ∈ L and σ ∈ Gal(L/K). So the homomorphisms

NL/K : L× → K× and TrL/K : L→ K contain obvious elements in their kernels: all σ(γ)/γ
for the norm and all σ(γ)− γ for the trace. When L/K is a cyclic extension, a theorem of
Hilbert says that every element of the kernel of the norm and trace has this obvious form
for some γ ∈ L.

Theorem 4.1 (Hilbert’s Theorem 90). Let L/K be a cyclic extension and σ be a generator
of the Galois group. For α ∈ L×,

NL/K(α) = 1⇐⇒ α =
σ(β)

β
for some β ∈ L×,

and
TrL/K(α) = 0⇐⇒ α = σ(β)− β for some β ∈ L.

Notice the role of a choice of generator of Gal(L/K) in the theorem.

Proof. Only the direction (⇒) has to be proved. Let n = [L : K].
First we treat the multiplicative version, for norms. Pick an α ∈ L× such that NL/K(α) =

1 and consider the function f : L→ L given by

f(x) = αx+ ασ(α)σ(x) + ασ(α)σ2(α)σ2(x) + · · ·+ ασ(α) · · ·σn−1(α)︸ ︷︷ ︸
NL/K(α)=1

σn−1(x).

This is an L-linear combination of the numbers {σi(x) : i = 0, . . . , n−1} and the coefficients
are not all 0 (in fact none are 0). Viewing Gal(L/K) as characters of L×, linear independence
of characters implies f(x) 6= 0 for some x ∈ L×. For such an x,

σ(f(x)) = σ(α)σ(x) + σ(α)σ2(α)σ2(x) + · · ·+ σ(α)σ2(α) · · ·σn(α)︸ ︷︷ ︸
σ(1)=1

σn(x)

=
f(x)− αx

α
+ NL/K(α)x since σn = idL

=
f(x)

α
+ (NL/K(α)− 1)x

=
f(x)

α
,

so α = σ(β)/β where β = 1/f(x).
For the additive version, we will need the fact that the trace map TrL/K : L → K is

not identically 0. This is true either because the trace map is not identically 0 for finite
separable extensions, or because in the special case of a Galois extension we can write
TrL/K(x) =

∑
τ∈G τ(x) so TrL/K is a nontrivial linear combination of characters of L and

thus can’t be identically 0 on L.
Pick α ∈ L with TrL/K(α) = 0, and define f : L→ L by

f(x) = αx+ (α+ σ(α))σ(x) + · · ·+ (α+ σ(α) + · · ·+ σn−1(α))︸ ︷︷ ︸
TrL/K(α)=0

σn−1(x).
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Then

σ(f(x)) = σ(α)σ(x) + (σ(α) + σ2(α))σ2(x) + · · ·+
(σ(α) + σ2(α) + · · ·+ σn(α))σn(x)

= f(x)− αx− ασ(x)− · · · − ασn−1(x) +

(σ(α) + σ2(α) + · · ·+ σn(α))x since σn = idL

= f(x)− αTrL/K(x) + TrL/K(α)x

= f(x)− αTrL/K(x).

Since TrL/K(α) = 0, σ(f(x)) = f(x) − αTrL/K(x) for all x ∈ L. Choose x ∈ L such that
TrL/K(x) 6= 0. Then α = σ(β)− β for β = −f(x)/TrL/K(x) and we’re done.

As an illustration of different techniques, let’s reprove the additive version using the
normal basis theorem. Let {σi(γ)}n−1i=0 be a normal basis for L/K. For α ∈ L, write

α =

n−1∑
i=0

ciσ
i(γ)

with ci ∈ K. Since TrL/K(σi(γ)) = TrL/K(γ) for all i,

TrL/K(α) =

(
n−1∑
i=0

ci

)
TrL/K(γ).

Here c1, . . . , cn vary with α, but the term TrL/K(γ) does not depend on α. If TrL/K(γ) = 0
then TrL/K(α) = 0 for all α ∈ L. But TrL/K is not identically zero, so we must have

TrL/K(γ) 6= 0. Therefore if TrL/K(α) = 0 we get
∑n−1

i=0 ci = 0, so

α = c0γ + c1σ(γ) + · · ·+ cn−1σ
n−1(γ)

= −

(
n−1∑
i=1

ci

)
γ +

n−1∑
i=1

ciσ
i(γ)

=

n−1∑
i=1

ci(σ
i(γ)− γ).

Letting βi = γ + σ(γ) + · · ·+ σi−1(γ) for i = 1, . . . , n− 1, we have σi(γ)− γ = σ(βi)− βi,
so α = σ(β)− β for β =

∑n−1
i=1 ciβi. �

Theorem 90 was the 90th theorem in Hilbert’s Zahlbericht, his 1897 report to the German
Mathematical Society on algebraic number theory (an English translation is available [6]).
This theorem has a generalization (due to Speiser in 1919) to non-cyclic Galois extensions,
but it is not about the kernel of the norm or trace anymore. Instead it is about the vanishing
of certain Galois cohomology groups, which in the case of cyclic extensions takes on the
form of Theorem 4.1 above. The label “Theorem 90” in the literature often refers to these
vanishing theorems in Galois cohomology. (For a norm-interpretation of Theorem 90 in the

case of biquadratic extensions K(
√
a,
√
b)/K, see [4].)

A cute application of Theorem 90 is the classification of Pythagorean triples, which are
integral solutions to a2 + b2 = c2. If a2 + b2 = c2 in Z+ then (ac )2 + ( bc)

2 = 1 in Q, which

means NQ(i)/Q(ac + b
c i) = 1. Now apply Theorem 90 to the cyclic extension Q(i)/Q: the

element a
c + b

c i has norm 1, so a/c + (b/c)i = β/β for some nonzero β ∈ Q(i). Clearing a
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common denominator, we can assume β = m + ni has integral, rather than rational, real
and imaginary parts. Then

a

c
+
b

c
i =

m− ni
m+ ni

=
m2 − n2 − 2mni

m2 + n2
,

and comparing both sides leads to 2-parameter formulas for a, b, and c in terms of m and
n. For further details, see [5].

5. Kummer and Artin-Schreier extensions

When K does not have characteristic 2, every quadratic extension of K takes the form
K(
√
a) for some non-square a ∈ K×. There is a way to generalize this explicit description

to cyclic extensions of every degree n provided the base field contains a primitive nth root
of unity.

Theorem 5.1 (Kummer). Let K be a field containing a primitive nth root of unity. The
cyclic extensions of K with degree dividing n are precisely the extensions K( n

√
a) for some

a ∈ K×.

Here and below, n
√
a is notation for some number whose nth power is a. There is no

canonical choice of such an nth root (when n > 1).

Proof. In a nutshell, the idea in the proof is that we can keep track of how the Galois group
behaves by using the nth roots of unity in K, and those form a cyclic group of size n.

First we will show for all a ∈ K× that K( n
√
a)/K is cyclic with degree dividing n. Let ζn

be a primitive nth root of unity in K. From one root n
√
a of Xn−a we get a full set of roots

as {ζin n
√
a : 0 6 i 6 n − 1}, and these are all in K( n

√
a). Thus K( n

√
a)/K is Galois. Let

G = Gal(K( n
√
a)/K). We are going to write down an injective homomorphism G→ µn, so

G is cyclic of order dividing n.
For σ ∈ G, σ( n

√
a) = ζ n

√
a for some ζ ∈ µn. Define χa : G→ µn by

χa(σ) = ζ =
σ( n
√
a)

n
√
a

.

This ratio is independent of the choice of nth root of a. Every other choice of nth root of
a has the form ζ n

√
a for some ζ ∈ µn ⊂ K, and

σ(ζ n
√
a)

ζ n
√
a

=
ζσ( n
√
a)

ζ n
√
a

=
σ( n
√
a)

n
√
a

.

Because χa’s definition is independent of the choice of nth root of a that is used, we can
show χa is a homomorphism: for σ and τ in G,

χa(στ) =
σ(τ( n

√
a))

n
√
a

=
σ(τ( n

√
a))

τ( n
√
a)

τ( n
√
a)

n
√
a

= χa(σ)χa(τ)

since τ( n
√
a) is an nth root of a. Easily χa has a trivial kernel, so χa embeds G in µn and

therefore G is cyclic of order dividing n.
Now we handle the more interesting converse direction. Suppose L is a cyclic extension

of K with degree dividing n, say [L : K] = m and m|n. We want to show L = K( n
√
a) for

some a ∈ K×.
Write σ for a generator of Gal(L/K) and ζm := ζ

n/m
n for a primitive mth root of unity

in K. Since ζm ∈ K,

NL/K(ζm) = ζ [L:K]
m = ζmm = 1,
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so by the multiplicative version of Theorem 90 we can write ζm = σ(β)/β for some β ∈ L×.
Since σ(β) = ζmβ, σi(β) = ζimβ for all i. Therefore β has m different K-conjugates
in L, so by Galois theory the minimal polynomial of β over K has degree m, which is
[L : K], and thus L = K(β). Raising both sides of the equation σ(β) = ζmβ to the mth
power, σ(βm) = βm. Therefore βm is fixed by 〈σ〉 = Gal(L/K), so βm ∈ K×. As m|n,
we have βn ∈ K× too. Set a = βn. Then β is an nth root of an element of K×, so
L = K(β) = K( n

√
a).

Here’s another proof of the converse direction, using linear independence of characters.
We use the notation σ and ζm from the previous paragraph. Let f : L → L by f(x) =∑m−1

i=0 ζimσ
i(x). In ζim and σi(x), i only matters modulo m. For some x0 we have f(x0) 6= 0

by linear independence of characters, so

σ(f(x0)) =
m−1∑
i=0

ζimσ
i+1(x0) =

m∑
i=1

ζi−1m σi(x0) = ζ−1m f(x0).

This is the analogue of the formula σ(β) = ζmβ in the previous proof, and we now repeat
the rest of the argument as it was given above. �

Corollary 5.2. Let E/F be a cyclic extension of degree n. If n 6= 0 in F then E ⊂
F (µn, n

√
γ) for some γ ∈ F (µn).

Proof. Since Xn − 1 is separable in F [X], there is a full group µn of nth roots of unity in
an extension of F . Consider the composite field E · F (µn) = E(µn).

E(µn)

E F (µn)

E ∩ F (µn)

F

From Galois theory, E(µn)/F (µn) is Galois and its Galois group is isomorphic to a
Gal(E/E ∩F (µn)) ⊂ Gal(E/F ). Therefore E(µn)/F (µn) is cyclic of degree dividing n. By
Theorem 5.1 with K = F (µn), E(µn) = K( n

√
γ) for some γ ∈ K. �

Generally we can’t expect γ in Corollary 5.2 to lie in the base field F .

Example 5.3. Take F = Q and E = Q(α) where α3 − 3α − 1 = 0. The cubic extension
Q(α)/Q is cyclic, with the Q-conjugates of α being α, −α2 + 2, and α2 − α− 2. We can’t
write E = Q( 3

√
r) for rational r, since E has 3 real embeddings but the Q-conjugates of a

pure cube root are not all real. Letting ω be a nontrivial cube root of unity, Corollary 5.2
says E ⊂ Q(ω, 3

√
γ) for some γ ∈ Q(ω). To find γ is a matter of using the last paragraph

of the proof of Theorem 5.1. Since Q(ω) and E have relatively prime degree over Q, α
has degree 3 over Q(ω). Letting σ be the element of Gal(Q(ω)(α)/Q(ω)) determined by
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σ(α) = −α2 + 2, we seek a nonzero sum of the form

β =
3−1∑
i=0

ωiσi(x)

= x+ ωσ(x) + ω2σ2(x)

= x+ ωσ(x) + (−1− ω)σ2(x)

for some x ∈ E. Taking x = α gives β = (2+4ω)+(2+ω)α−(1+2ω)α2, which is not 0 since
its coefficients in the Q(ω)-basis {1, α, α2} are not all 0. Thus theory says E ⊂ Q(ω)(β)
and β3 ∈ Q(ω). An explicit calculation shows that in fact β3 = −27ω = (−3)3ω, so
E ⊂ Q(ω)( 3

√
ω) = Q( 3

√
ω). Since ω is a nontrivial cube root of unity, Q( 3

√
ω) = Q(ζ9).

Definition 5.4. A Kummer extension is an extension K( n
√
a)/K where K is a field con-

taining a primitive nth root of unity and a ∈ K×. Equivalently, Kummer extensions are
cyclic extensions where the base field has a root of unity of order equal to the degree of the
extension.

The study and applications of Kummer extensions is called Kummer theory. All qua-
dratic extensions outside of characteristic 2 are Kummer extensions, but quadratic Galois
extensions in characteristic 2 are not Kummer extensions; there is no root of unity of order
2 in characteristic 2 since −1 = 1.

Theorem 5.5. With notation as in Theorem 5.1, [K( n
√
a) : K] equals the order of a in

K×/(K×)n.

Proof. Set α = n
√
a and Gal(K(α)/K) = 〈σ〉, so σ has order dividing n. We will show for

t ∈ Z that at ∈ (K×)n if and only if σt = idK(α), and the theorem is a consequence of this
since [K(α) : K] = |Gal(K(α)/K)|. Write σ(α) = ζα for some nth root of unity ζ. Then
σi(α) = ζiα for all i.

Suppose σt = idK(α). Then ζt = 1, so σ(α)t = αt. Rewrite this as σ(αt) = αt. Then αt

is fixed by 〈σ〉 = Gal(K(α)/K), so αt ∈ K×. Then at = (αt)n ∈ (K×)n.
Now suppose, conversely, that at ∈ (K×)n. Write at = bn with b ∈ K×. Then αnt = bn,

so αt = ω · b for some ω ∈ µn. Since µn ⊂ K×, αt ∈ K×. Raising the equation σ(α) = ζα
to the power t, σ(αt) = ζtαt. Since αt ∈ K×, σ(αt) = αt, so ζt = 1. Thus σt(α) = ζtα = α,
so σt = idK(α). �

Corollary 5.6. If µn ⊂ K and a ∈ K×, then the irreducible factors of Xn − a in K[X]
have the form Xt−b, where t is the order of a in K×/(K×)n and b runs through the (n/t)th
roots of a.

Proof. Every element of K×/(K×)n has order dividing n, so t|n. Writing at = cn for some

c ∈ K×, at = (cn/t)t. Thus a = ωcn/t for some ω ∈ µt ⊂ µn ⊂ K. Since µ
n/t
n = µt, a is an

(n/t)th power in K×.
For each root α of Xn − a, the proof of Theorem 5.5 shows us that its K-conjugates are

ζα as ζ runs over the tth roots of unity. Therefore the minimal polynomial of α in K[X] is∏
ζt=1

(X − ζα) = Xt − αt,

and αt is an (n/t)th root of a: (αt)n/t = αn = a. �
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When K doesn’t have characteristic 2, the quadratic extensions K(
√
a) and K(

√
b) are

K-isomorphic if and only if a/b ∈ (K×)2. Here is a generalization to Kummer extensions.

Theorem 5.7. Let K be a field containing a primitive nth root of unity. Write two degree-
n Kummer extensions of K in the form K( n

√
a) and K( n

√
b) with a and b in K×. These

extensions are K-isomorphic if and only if a = brcn for some r relatively prime to n and
some c ∈ K×.

Not every field extension K( n
√
a)/K has degree n, but only degree dividing n (extreme

case: a could be an nth power in K).

Proof. Our argument is taken from [2].
We will work in a fixed algebraic closure of K, so instead of speaking about K-isomorphic

fields we can speak about equal fields because the extensions K( n
√
a)/K and K( n

√
b)/K are

Galois.
First we show the condition a = brcn for some r relatively prime to n and some c is

symmetric in the roles of a and b. Write rk + n` = 1 for some integers k and `. Then
ak = brkcnk = b1−n`cnk = b(ck/b`)n, so b = ak(c′)n where k is relatively prime to n and
c′ = b`/ck ∈ K×.

When a = brcn with (r, n) = 1 and c ∈ K×, let β be an nth root of b. Then a = (βrc)n so

there is an nth root of a in K(β) = K( n
√
b). Hence K( n

√
a) ⊂ K( n

√
b). Since the condition

on a and b is symmetric we get the reverse inclusion too, so K( n
√
a) = K( n

√
b).

Conversely, suppose K( n
√
a) = K( n

√
b). Write α for an nth root of a and β for an nth

root of b: αn = a and βn = b. Let σ be a generator of the Galois group over K, so σ has
order [K( n

√
a) : K], which we are assuming in the theorem is n. Thus σ(α)/α and σ(β)/β

are primitive nth roots of unity. Write σ(β) = ζβ with ζ of order n, so σ(α) = ζrα where
(r, n) = 1. We may take 1 6 r 6 n− 1. Since K(α) = K(β) we can write

α =
n−1∑
i=0

ciβ
i, ci ∈ K.

Applying σ,

σ(α) =

n−1∑
i=0

ciζ
iβi.

Since σ(α) = ζrα,

ζr
n−1∑
i=0

ciβ
i =

n−1∑
i=0

ciζ
iβi.

Equating coefficients of powers of β on both sides, ciζ
r = ciζ

i for 0 6 i 6 n− 1. Therefore
when i 6= r we have ci = 0, so α = crβ

r. Raising both sides to the nth power, a = brcn,
where c = cr. �

Remark 5.8. The condition a = brcn for some r relatively prime to n and some c ∈ K×
is equivalent to saying a and b generate the same subgroup of K×/(K×)n, so although a is
not well-defined from the extension K( n

√
a)/K, the subgroup generated by a in K×/(K×)n

is well-defined from the extension K( n
√
a)/K.

An abelian group is said to have exponent n if n kills every element of the group: every
element has order dividing n. A subgroup and quotient group of a group with exponent n
also has exponent n. A cyclic group has exponent n if and only if its size divides n.
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Theorem 5.9. Let L/K be an abelian extension with µn ⊂ K. If Gal(L/K) has expo-
nent n, then L = K( n

√
a1, . . . , n

√
am) for some ai’s in K×. Conversely, every extension

K( n
√
a1, . . . , n

√
am)/K is abelian of exponent n.

Proof. The group G = Gal(L/K) is abelian, so it is a direct product of cyclic groups, say

G = C1 × · · · × Cm
with each Ci being cyclic. Let Hj =

∏
i 6=j Ci × {1}, so G/Hj

∼= Cj . Let Fj = LHj be the

fixed field of Hj , so Gal(Fj/K) ∼= G/Hj
∼= Cj is a cyclic group. Thus Fj/K is a cyclic

extension.

L {1}

Fj Hj

K G

Since G has exponent n, each Cj has exponent n. Therefore |Cj | divides n, so Fj =
K( n
√
aj) for some aj ∈ K× (Theorem 5.1). Since H1 ∩ · · · ∩Hm is trivial, L = F1 · · ·Fm =

K( n
√
a1, . . . , n

√
am).

Conversely, for a1, . . . , am ∈ K× each K( n
√
aj)/K is abelian with exponent n so the field

K( n
√
a1, . . . , n

√
am) is Galois over K with its Galois group embedding into the direct product

of the groups Gal(K( n
√
aj)/K), so the Galois group is abelian of exponent n. �

Because there are no p-th power roots of unity in characteristic p other than 1, Kummer
theory can’t be used to describe cyclic extensions of p-power degree in characteristic p.
There is a substitute for Kummer theory in this case, found by Artin and Schreier in degree
p and by Witt in p-power degree. We will focus on the simplest case: cyclic extensions
of degree p. The radical polynomials Xn − a are replaced with the new (Artin-Schreier)
polynomials Xp−X−a, and the multiplicative aspects of Kummer theory become additive.

Theorem 5.10 (Artin-Schreier). Let K be a field of characteristic p. Then L/K is cyclic
of degree p if and only if L = K(α) where α is a root of Xp − X − a ∈ K[X] and this
polynomial has no root in K.

Proof. If α is a root of Xp − X − a and there are no roots of this polynomial in K then
α 6∈ K. For each c ∈ Fp the number α+ c is in K(α) and is also a root of Xp−X − a since

αp = α+ a⇒ (α+ c)p = αp + cp = (α+ a) + c = (α+ c) + a⇒ (α+ c)p − (α+ c)− a = 0.

Thus K(α)/K is Galois: it is a splitting field of the separable polynomial Xp −X − a. We
have 1 < [K(α) : K] 6 p. Let σ be a nontrivial element of Gal(K(α)/K), so σ(α) = α + i
for some i 6= 0 in Fp. Then σj(α) = α + ij, so σj(α) 6= α when 1 6 j 6 p − 1 while
σp(α) = α. Therefore σ has order p in the Galois group. Since p is an upper bound on
[K(α) : K] = |Gal(K(α)/K)|, the Galois group has order p and is cyclic. (In particular,
Xp −X − a is irreducible in K[X] when it does not have a root in K.)

Now assume L/K is cyclic of degree p, say Gal(L/K) = 〈σ〉. Since TrL/K(1) = p = 0,
by the additive version of Theorem 90 we have 1 = σ(α) − α for some α ∈ L. Therefore
σ(α) = α + 1, so σi(α) = α + i for 0 6 i 6 p − 1. Thus α, α + 1, . . . , α + p − 1 are all
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K-conjugates in L. This fills up the p possible K-conjugates of α in L, so the minimal
polynomial of α in K[X] is

p−1∏
i=0

(X − (α+ i)) =

p−1∏
i=0

((X − α)− i) = (X − α)p − (X − α) = Xp −X − (αp − α).

This is in K[X], so a := αp − α lies in K. Then α is a root of Xp −X − a and the roots of
this polynomial aren’t in K since they are α+ i as i runs over Fp. �

Let ℘(X) = Xp − X, which is an additive function in characteristic p. The equation
℘(x) = a plays the role for cyclic extensions of degree p in characteristic p that the equation
xn = a does for cyclic extensions of degree dividing n in Kummer theory. The subgroup
(K×)n of K× in Kummer theory is replaced by the subgroup ℘(K) = {cp − c : c ∈ K} of
K. Writing ℘−1(a) for a solution to xp − x = a (analogue of n

√
a as a solution of xn = a),

Theorem 5.10 tells us every cyclic extension of K with degree p has the form K(℘−1(a)) for
some a ∈ K with a 6∈ ℘(K). There is an analogue of Theorem 5.7: K(℘−1(a)) = K(℘−1(b))
if and only if a = rb+ cp− c for some r ∈ F×p and some c ∈ K, which is equivalent to saying
a and b have the same Fp-span in the additive group K/℘(K). (Compare to Remark 5.8.)
The proof of this is similar to that of Theorem 5.7.
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