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## 1. Introduction

A complex number $z$ is called algebraic if $f(z)=0$ for a nonzero polynomial $f$ with rational coefficients. Algebraic numbers include $\sqrt{2}$ and $\sqrt{2}+\sqrt{3}$ : they are roots of $x^{2}-2$ and $x^{4}-10 x^{2}+1$. Complex numbers that are not algebraic are called transcendental. A transcendental number is a "strong" type of irrational number: the irrational numbers are not roots of linear polynomials with rational coefficients, while transcendental numbers are not roots of polynomials of arbitrary positive degree with rational coefficients.

The concept of a transcendental number is due to Euler. He did not give a precise definition, but he thought of such numbers as "transcending" the methods of algebra. In 1775 he suggested that $\pi$ is transcendental when he wrote [3, §12]
"It appears quite certain that the perimeter of a circle constitutes such a peculiar kind of transcendental quantity that it can in no way be compared with any other quantities."
At that time $\pi$ was already known to be irrational by work of Lambert [7], but its transcendence would take over 100 more years to be established. ${ }^{1}$ The first proofs that transcendental numbers really exist appeared in the 19th century.

- In 1844, Liouville [9, p. 885] introduced a technique that proves $\sum_{n \geq 0} 1 / b^{n!}$ is transcendental for each integer $b \geq 2$, with full details appearing in 1851 [10]. Such sums are not as mathematically interesting as $\pi$ or $e$.
- In 1873, Hermite [4] proved $e$ is transcendental.
- In 1874, Cantor [1] published his first paper on set theory, where he showed that the set of algebraic real numbers is countable while an interval $[a, b]$ with $a<b$ is not. Therefore $[a, b]$ contains transcendental real numbers (otherwise it is a subset of the algebraic real numbers, and hence countable), so transcendental numbers exist. ${ }^{2}$
- In 1882, Lindemann [8] proved $\pi$ is transcendental by modifying the proof for $e$.

We'll prove below that $e$ is transcendental. The main tools are (i) the identity $\left(e^{t}\right)^{\prime}=e^{t}$ (a characterizing property of $e$ ), (ii) integration by parts, and (iii) Taylor's formula for coefficients in terms of higher derivatives.

## 2. A transcendence criterion

Ultimately all proofs of transcendence of specific numbers are based on the fact that there are no integers between 0 and 1 , or equivalently $|n| \geq 1$ for all nonzero integers $n$. To understand how this can help, let's first see how it implies that rational numbers don't have "good approximations" by other rational numbers. That might sound strange, since

[^0]rational numbers are dense in the real line: every real number $\alpha$ can be approximated arbitrarily closed by a rational number, such as by a truncation of its decimal expansion. So how can we say a number can't be approximated well by rational numbers? It's a matter of defining what the term "good approximation" means!

Rather than measuring the approximation of $\alpha$ by a fraction $p / q$ using $|\alpha-p / q|$, we will use $|q \alpha-p|$. Here and below, $p$ and $q$ are integers, with $q>0$ (denominators are always positive). That is, we consider $p / q$ to be a good approximation to $\alpha$ if $|q \alpha-p|$ is small. ${ }^{3}$ That equals $q|\alpha-p / q|$, so we are increasing the usual notion of closeness by a factor coming from the denominator $q$ : the size of the denominator is now just as important for us as the distance between $\alpha$ and $p / q$ in order to consider $p / q$ to be a good approximation to $\alpha$.

Example 2.1. For $\alpha=\sqrt{3}=1.732 \ldots$, if we use $p / q=173 / 100$ (a reduced form fraction), then $|q \alpha-p|=|100 \sqrt{3}-173| \approx .205$, which might seem good, but for the fraction $p / q=$ $26 / 15$ we have $|q \alpha-p|=|15 \sqrt{3}-26| \approx .019$, which is ten times less and uses a much smaller denominator ( 15 vs. 100). So for our purposes, we consider $26 / 15$ to be a much better approximation to $\sqrt{3}$ than 173/100 is.

Let's put this viewpoint to work for the approximation of fractions by other fractions. If $\alpha=a / b$ is rational with $b>0$ and $p / q$ is another rational number, then $|\alpha-p / q|=$ $|a / b-p / q|=|q a-p b| / b q$, so $|q \alpha-p|=q|\alpha-p / q|=|q a-p b| / b$. Since $p / q \neq \alpha, q \alpha-p$ is not 0 , so the integer $q a-p b$ is not 0 . Thus $|q a-p b| \geq 1$, so $|q \alpha-p| \geq 1 / b$ : we can't approximate a fraction $a / b$ by other fractions, in the $|q \alpha-p|$ sense, to less than $1 / b$. Therefore if $\alpha$ is a real number for which we can find a sequence of different fractions $p_{r} / q_{r}$ such that $\left|q_{r} \alpha-p_{r}\right| \rightarrow 0$, then $\alpha$ must be irrational: a number that can be approximated too well by rational numbers can't be a rational number. And the converse is true too: for every irrational number $\alpha$ there is a sequence of reduced form fractions $p_{r} / q_{r}$ with $q_{r} \rightarrow \infty$ as $r \rightarrow \infty$ such that $\left|q_{r} \alpha-p_{r}\right|<1 / q_{r}$, so $\left|q_{r} \alpha-p_{r}\right| \rightarrow 0$ as $r \rightarrow \infty$.

To improve this criterion for irrationality of $\alpha$ to a criterion for transcendence of $\alpha$, we'll put a condition on approximations not just of $\alpha$, but of it powers: if $\alpha, \alpha^{2}, \ldots, \alpha^{m}$, for each $m \in \mathbf{Z}^{+}$, can be simultaneously approximated well by fractions with a suitable common denominator, then $\alpha$ is transcendental.

Theorem 2.2. For nonzero $\alpha$ in $\mathbf{R}$, assume for each $m \in \mathbf{Z}^{+}$that there are $m$ sequences of rational numbers $p_{r 1} / q_{r}, \ldots, p_{r m} / q_{r}$ for $r=1,2, \ldots$ such that
(i) $\max _{1 \leq k \leq m}\left|q_{r} \alpha^{k}-p_{r k}\right| \rightarrow 0$ as $r \rightarrow \infty$,
(ii) $p_{r 1}, \ldots, p_{r m}$ have a common factor $d_{r}$ that is relatively prime to $q_{r}$ and $d_{r} \rightarrow \infty$ as $r \rightarrow \infty$.

Then $\alpha$ is transcendental.
When we refer to the sequences $p_{r 1} / q_{r}, \ldots, p_{r m} / q_{r}$ for $r \geq 1$, what we mean is the sequences of $(m+1)$-tuples ( $p_{r 1}, \ldots, p_{r m}, q_{r}$ ), since we use the numerators and denominators in (i) and (ii). And for a given $m$, we allow $p_{r 1}, \ldots, p_{r m}$, and $q_{r}$ to depend on $m$.

Proof. Assume $\alpha$ is algebraic, so $a_{0}+a_{1} \alpha+\cdots+a_{m} \alpha^{m}=0$ for some $m \geq 1$ where the rational coefficients $a_{0}, \ldots, a_{m}$ are not all 0 . Take $m$ as small as possible, which forces $a_{m} \neq 0$ and

[^1]$a_{0} \neq 0$ (since $\alpha \neq 0$ ). Multiply through the equation by a common denominator of the coefficients, so we can assume $a_{0}, \ldots, a_{m}$ are all integers.

Since $p_{r k} / q_{r}$ should be a good approximation of $\alpha^{k}$, in the relation $a_{0}+a_{1} \alpha+\cdots+a_{m} \alpha^{m}=$ 0 let's replace $\alpha^{k}$ with $p_{r k} / q_{r}$ and see how close to 0 it is:

$$
\begin{align*}
a_{0}+a_{1} \frac{p_{r 1}}{q_{r}}+\cdots+a_{m} \frac{p_{r m}}{q_{r}} & =a_{0}+a_{1} \frac{p_{r 1}}{q_{r}}+\cdots+a_{m} \frac{p_{r m}}{q_{r}}-\sum_{k=0}^{m} a_{k} \alpha^{k}  \tag{2.1}\\
& =a_{0}-a_{0}+a_{1}\left(\frac{p_{r 1}}{q_{r}}-\alpha\right)+\cdots+a_{m}\left(\frac{p_{r m}}{q_{r}}-\alpha^{m}\right) \\
& =\sum_{k=1}^{m} a_{k}\left(\frac{p_{r k}}{q_{r}}-\alpha^{k}\right) \\
\Longrightarrow a_{0} q_{r}+\sum_{k=1}^{m} a_{k} p_{r k} & =\sum_{k=1}^{m} a_{k}\left(p_{r k}-\alpha^{k} q_{r}\right) \tag{2.2}
\end{align*}
$$

by clearing the denominator $q_{r}$ to get the last equation.
The left side of (2.2) is an integer and the right side of (2.2) tends to 0 as $r \rightarrow \infty$ :

$$
\left|\sum_{k=1}^{m} a_{k}\left(p_{r k}-\alpha^{k} q_{r}\right)\right| \leq \sum_{k=1}^{m}\left|a_{k}\right|\left|p_{r k}-\alpha^{k} q_{r}\right| \leq\left(\sum_{k=1}^{m}\left|a_{k}\right|\right) \max _{1 \leq k \leq m}\left|p_{r k}-\alpha^{k} q_{r}\right|
$$

where $\sum_{k=1}^{m}\left|a_{k}\right|$ is independent of $r$ and $\max _{1 \leq k \leq m}\left|p_{r k}-\alpha^{k} q_{r}\right| \rightarrow 0$ as $r \rightarrow \infty$ by condition (i). Since the only integer with absolute value less than 1 is 0 , for large enough $r$

$$
a_{0} q_{r}+\sum_{k=1}^{m} a_{k} p_{r k}=0 .
$$

By condition (ii), $\sum_{k=1}^{m} a_{k} p_{r k}$ is divisible by $d_{r}$, so $d_{r} \mid a_{0} q_{r}$. Since $\left(d_{r}, q_{r}\right)=1, d_{r} \mid a_{0}$ for large $r$. Since $d_{r} \rightarrow \infty$ as $r \rightarrow \infty$ and $a_{0} \neq 0$, we get a contradiction once $\left|d_{r}\right|>\left|a_{0}\right|$.

## 3. Transcendence of $e$

To prove $e$ is transcendental, we follow the basic idea of Hermite's proof with simplifications introduced later by Hilbert [6]. We begin with a calculation based on integration by parts. For a polynomial $f(t)$ with real coefficients and $x \in \mathbf{R}$,

$$
\int_{0}^{x} e^{-t} f(t) d t=f(0)-e^{-x} f(x)+\int_{0}^{x} e^{-t} f^{\prime}(t) d t
$$

The integral on the right is the same as that on the left side except $f$ has been replaced by $f^{\prime}$. Repeating the integration by parts once more,

$$
\begin{aligned}
\int_{0}^{x} e^{-t} f(t) d t & =f(0)-e^{-x} f(x)+\left(f^{\prime}(0)-e^{-x} f^{\prime}(x)\right)+\int_{0}^{x} e^{-t} f^{\prime \prime}(t) d t \\
& =\left(f(0)+f^{\prime}(0)\right)-e^{-x}\left(f(x)+f^{\prime}(x)\right)+\int_{0}^{x} e^{-t} f^{\prime \prime}(t) d t
\end{aligned}
$$

Do this repeatedly, and since $f^{(j)}=0$ for large enough $j$, the integral term on the right eventually disappears and we're left with

$$
\begin{equation*}
\int_{0}^{x} e^{-t} f(t) d t=\sum_{j \geq 0} f^{(j)}(0)-e^{-x} \sum_{j \geq 0} f^{(j)}(x), \tag{3.1}
\end{equation*}
$$

where the two sums on the right each have finitely many terms since $f^{(j)}=0$ for large $j$.
Remark 3.1. On the right side of (3.1), the first sum is $\int_{0}^{\infty} e^{-t} f(t) d t$ and the second sum is $\int_{x}^{\infty} e^{-t} f(t) d t$.

Set $I_{f}(t):=\sum_{j \geq 0} f^{(j)}(t)$. It is a polynomial of degree $\operatorname{deg} f .{ }^{4}$ Using $I_{f}(t)$ on the right side of (3.1) and multiplying both sides by $e^{x}$, we obtain what is called Hermite's identity:

$$
\begin{equation*}
e^{x} \int_{0}^{x} e^{-t} f(t) d t=I_{f}(0) e^{x}-I_{f}(x) \tag{3.2}
\end{equation*}
$$

for a polynomial $f(t)$.
Theorem 3.2. The number $e$ is transcendental.
Proof. We will apply Hermite's identity to a carefully chosen sequence of polynomials $f_{r}(t)$.
Fix $m \in \mathbf{Z}^{+}$. For $r \geq 1$, set

$$
\begin{equation*}
f_{r}(t)=t^{r-1}(t-1)^{r}(t-2)^{r} \cdots(t-m)^{r} . \tag{3.3}
\end{equation*}
$$

(Although this polynomial depends on $m$, we keep $m$ out of the notation to avoid clutter.) What is important about $f_{r}(t)$ is that it has integral coefficients, high-order zeros at $0,1,2, \ldots, m$ when $r$ is large, and the order of its zero at $t=0$ is one less than the order of its zeros at $1, \ldots, m$. For perspective, in many proofs of transcendence of specific types of numbers, there is a key step involving the construction of polynomials or analytic or meromorphic functions satisfying some type of behavior at specific points, such as highorder zeros at certain points or growth conditions at $\infty$. While we can define the functions $f_{r}(t)$ in an explicit way, in more difficult transcendence proofs the existence of suitable functions with growth conditions may only be known by an indirect method, such as from the pigeonhole principle.

In Hermite's identity (3.2), set $x=k$ to be a nonnegative integer:

$$
\begin{equation*}
e^{k} \int_{0}^{k} e^{-t} f_{r}(t) d t=I_{f_{r}}(0) e^{k}-I_{f_{r}}(k) \tag{3.4}
\end{equation*}
$$

Since $f_{r}(t)$ has coefficients in $\mathbf{Z}$, so do its derivatives $f_{r}^{(j)}(t)$. Therefore $I_{f_{r}}(0)$ and $I_{f_{r}}(k)$ are integers. The right side of (3.4) is going to play the role of $q_{r} \alpha^{k}-p_{r k}$ in Theorem 2.2 after we remove a common factor in $I_{f_{r}}(0)$ and $I_{f_{r}}(k)$ for $1 \leq k \leq m$ : we're going to show $I_{f_{r}}(0)$ is divisible by $(r-1)$ ! and $I_{f_{r}}(k)$ is divisible by $r$ ! for $1 \leq k \leq m$.

From Taylor's formula for coefficients in terms of derivatives,

$$
f_{r}(t)=\sum_{j \geq r-1} \frac{f_{r}^{(j)}(0)}{j!} t^{j}=\sum_{j \geq r} \frac{f_{r}^{(j)}(k)}{j!}(t-k)^{j},
$$

where we can start the sums at $j=r-1$ and $j=r$ because $f_{r}(t)$ is divisible by $t^{r-1}$ and $(t-k)^{r}$. Because $f_{r}(t)$ has integral coefficients, each $f_{r}^{(j)}(0) / j$ ! for $j \geq r-1$ is an integer, which makes $f_{r}^{(j)}(0)$ a multiple of $j$ !. Thus $f_{r}^{(r-1)}(0)$ is a multiple of $(r-1)$ ! and $f_{r}^{(j)}(0)$ is a multiple of $r$ ! when $j \geq r$. The coefficients of $f_{r}(t)$ as a polynomial in $t-k$ are also integral

[^2](since $\mathbf{Z}[t]=\mathbf{Z}[t-k]$ ), so when $j \geq r, f_{r}^{(j)}(k) / j$ ! is an integer and thus $f_{r}^{(j)}(k)$ is a multiple of $r$ !.

In (3.4),

$$
\begin{equation*}
I_{f_{r}}(0)=\sum_{j \geq 0} f_{r}^{(j)}(0)=f_{r}^{(r-1)}(0)+\sum_{j \geq r} f_{r}^{(j)}(0) \tag{3.5}
\end{equation*}
$$

and all terms in the sum over $j \geq r$ are multiples of $r$ !. Similarly, $I_{f_{r}}(k)=\sum_{j \geq r} f_{r}^{(j)}(k)$ is a multiple of $r$ !. Since $I_{f_{r}}(0)$ and $I_{f_{r}}(k)$ are multiples of $(r-1)$ !, divide (3.4) by $(r-1)$ !:

$$
\begin{equation*}
\frac{e^{k}}{(r-1)!} \int_{0}^{k} e^{-t} f_{r}(t) d t=\frac{I_{f_{r}}(0)}{(r-1)!} e^{k}-\frac{I_{f_{r}}(k)}{(r-1)!}=q_{r} e^{k}-p_{r k} \tag{3.6}
\end{equation*}
$$

where $q_{r}=I_{f_{r}}(0) /(r-1)$ ! and $p_{r k}=I_{f_{r}}(k) /(r-1)$ !. The numbers $q_{r}$ and $p_{r 1}, \ldots, p_{r m}$ are integers with $p_{r k} \equiv 0 \bmod r$. We can compute $f_{r}^{(r-1)}(0)$ explicitly: the coefficient of $t^{r-1}$ in $f_{r}(t)$ is $f_{r}^{(r-1)}(0) /(r-1)$ !, and also by the definition of $f_{r}(t)$ that coefficient is $(-1)^{r}(-2)^{r} \cdots(-m)^{r}= \pm m!^{r}$, so $f_{r}^{(r-1)}(0)= \pm m!^{r}(r-1)$ !. All terms in (3.5) after $f_{r}^{(r-1)}(0)$ are divisible by $r!$, so $I_{f_{r}}(0) \equiv \pm m!^{r}(r-1)!\bmod r!$. Therefore $q_{r} \equiv \pm m!^{r} \bmod r$.

We're now going to check that $q_{r} e^{k}-p_{r k}$ in (3.6) fits conditions (i) and (ii) in Theorem 2.2 when $\alpha=e$.

Condition (i): for $1 \leq k \leq m$,

$$
\begin{aligned}
\left|q_{r} e^{k}-p_{r k}\right| & =\left|\frac{e^{k}}{(r-1)!} \int_{0}^{k} e^{-t} f_{r}(t) d t\right| \\
& \leq \frac{e^{k}}{(r-1)!} \int_{0}^{k} e^{-t}\left|f_{r}(t)\right| d t \\
& \leq \frac{e^{m}}{(r-1)!} \int_{0}^{m} e^{-t}|t|^{r-1}|t-1|^{r} \cdots|t-m|^{r} d t
\end{aligned}
$$

When $0 \leq t \leq m,|t| \leq m$ and $|t-j| \leq m$ for $j=1, \ldots, m$, so

$$
\left|q_{r} e^{k}-p_{r k}\right| \leq \frac{e^{m}}{(r-1)!} \int_{0}^{m} e^{-t} m^{r-1} \underbrace{m^{r} \cdots m^{r}}_{m \text { copies }} d t=\frac{e^{m} m^{r-1+m r}}{(r-1)!} \int_{0}^{m} e^{-t} d t
$$

Since $\int_{0}^{m} e^{-t} d t=1-e^{-m}<1$,

$$
\left|q_{r} e^{k}-p_{r k}\right|<\frac{e^{m} m^{r-1+m r}}{(r-1)!}=\frac{e^{m} m^{(m+1)(r-1)+m}}{(r-1)!}=e^{m} m^{m} \frac{\left(m^{m+1}\right)^{r-1}}{(r-1)!}
$$

This upper bound tends to 0 as $r \rightarrow \infty$ since $A^{r-1} /(r-1)$ ! $\rightarrow 0$ for every number $A$; we use $A=m^{m+1}$ (note $m$ is fixed when verifying condition (i)).

Condition (ii): for $1 \leq k \leq m$, we already noted that each $p_{r k}$ is a multiple of $r$, so $d_{r}:=r$ is a common factor of $p_{r 1}, \ldots p_{r m}$. We also saw that $q_{r} \equiv \pm m!^{r} \bmod r$, so if $(r, m!)=1$ then $\left(r, q_{r}\right)=1$. To make $(r, m!)=1$, focus on integers $r$ such that $r \equiv 1 \bmod m!$ or use prime $r$ that are greater than $m$. There are infinitely many such $r$ either way. ${ }^{5}$

[^3]In Theorem 2.2 we work with $r \rightarrow \infty$ through the positive integers, but the proof works with $r$ running over any sequence of integers tending to $\infty$, so by letting $r \rightarrow \infty$ through the integers relatively prime to $m$ !, we have shown the two conditions in Theorem 2.2 are satisfied when $\alpha=e$, so $e$ is trancendental.
Remark 3.3. The choice of $f_{r}(t)$ in (3.3) is due to Hilbert [6] and appears in all modern proofs of transcendence of $e$. Hermite used other polynomials. A survey of the polynomials used by different authors in proofs of transcendence of $e$ is in [11, pp. 85-88].

The proof of Theorem 2.2 gives, for each $m$, good rational approximations to $e, e^{2}, \ldots, e^{m}$ : for $1 \leq k \leq m, e^{k}$ is well approximated by $p_{r k} / q_{r}$ where $p_{r k}=\sum_{j \geq 0} f_{r}^{(j)}(k) /(r-1)$ ! and $q_{r}=\sum_{j \geq 0} f_{r}^{(j)}(0) /(r-1)$ !. Both numerators are finite sums since $f_{r}(t)$ is a polynomial.
Example 3.4. Taking $m=2$, here is a table of approximations to $e=2.718281828459 \ldots$ and $e^{2}=7.389056098930 \ldots$ for $1 \leq r \leq 4$, using $f_{r}(t)=t^{r-1}(t-1)^{r}(t-2)^{r}$.

| $r$ | $p_{r 1}$ | $p_{r 2}$ | $q_{r}$ | $p_{r 1} / q_{r}$ | $p_{r 2} / q_{r}$ |
| :---: | :---: | :---: | :---: | :---: | :---: |
| 1 | 1 | 3 | 1 | 1.000000000 | 3.0000000000 |
| 2 | 92 | 250 | 34 | 2.705882352 | 7.3529411764 |
| 3 | 17049 | 46344 | 6272 | 2.718271683 | 7.3890306122 |
| 4 | 5888864 | 16007592 | 2166392 | 2.718281825 | 7.3890560895 |
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[^0]:    ${ }^{1}$ In 1744 Euler $[2, \S 105]$ said that for positive rational $a$ and $b$, with $b \neq 1$, if $\log _{b} a$ is irrational then it is transcendental. This was proved by Gelfond and Schneider, independently, in 1934.
    ${ }^{2}$ For an account of [1], see https://en.wikipedia.org/wiki/Cantor's_first_set_theory_article.

[^1]:    ${ }^{3}$ If $p / q$ is not in reduced form, say $p / q=d p^{\prime} / d q^{\prime}$ with $d=(p, q)$, then $|q \alpha-p|=d\left|q^{\prime} \alpha-p^{\prime}\right| \geq\left|q^{\prime} \alpha-p^{\prime}\right|$, so when $|q \alpha-p|$ is small for a fraction $p / q$ that may not be reduced, replacing $p / q$ with its reduced form will make this new method of measuring a rational approximation smaller, not larger.

[^2]:    ${ }^{4}$ The motivation to consider this sum of higher derivatives in $I_{f}(t)$ comes from the successive use of integration by parts. Integration by parts can be replaced by the Mean Value Theorem, as in the proof of transcendence of $e$ in [5, §5.2] but that leaves the role of $I_{f}(t)$ completely mysterious.

[^3]:    ${ }^{5}$ Most accounts of a proof of transcendence of $e$ use prime $r>m$ right from the start of the proof, so they only use polynomials $f_{p}(t)$ where $p$ is prime. This gives an impression that the proof of the transcendence of $e$ actually needs the infinitude of the primes, which is incorrect: just use $r=1+m!M$ for big $M$ since all we need about $r$ is that $(r, m!)=1$ and that we can let $r \rightarrow \infty$.

